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Abstract. When a disaster strikes, response teams can nowa-
days rely on recent advances in technology. This approach
improves the definition of a disaster management strategy.
The use of autonomous systems during rescue operations al-
lows, for example, to reach places that may be inaccessible or
dangerous to human rescuers. In this context, both the design
and the configuration of an autonomous system, including its
embedded instruments (e.g. sensors), play a very important
role in the overall outcome of the rescue mission. An incor-
rect configuration can lead to the acquisition of inaccurate or
erroneous data and may result in incorrect information pro-
vided to rescuers. How can we ensure that the configuration
of the autonomous systems is correct for a target mission?
We propose to validate this configuration by testing the be-
haviour of the autonomous systems and their equipment in
a virtual environment. To do this, system, sensors, space en-
vironment (geometry, etc.), prevailing conditions at the in-
tervention site (weather, etc.) and mission scenario must be
modelled in a 3D simulation system. The results of these
simulations allow to apply in real time the modifications re-
quired to better adapt the configuration to the objectives of
the mission. These simulations must be performed prior to
the deployment of rescue teams to speed the development of
a rescue management strategy. In this contribution, we pro-
pose a protocol to enhance an existing simulation environ-
ment to make it adapt to support disaster management. Then,
we validate it through a case study in which we show the
approach to correctly configure a LIDAR for a realistic mis-
sion. Such simulations allowed us to quantitatively configure
the parameters of the LIDAR mounted on an existing disaster
management rover, in order to keep the energy consumption
limited while guaranteeing a correct functioning of the sys-
tem. Resuming, the expected results are: (i) the assessment
of the suitability of system for the mission, (ii) the choice of

the quantitative features which characterize such equipment,
(iii) the expectation of mission success and (iv) the probabil-
ity which the system survives and completes the mission.

1 Introduction

The context of this work is a disaster environment. A disaster
environment is chaotic, dangerous and it is necessary to act
rapidly in order to increase the chances of survival. In this
regard, relying on Autonomous Systems (A.S.) brings ben-
efits. However, mission-specific configuration is an essential
condition for effective response. By configuration we mean
the architectural choices such as the most appropriate set of
sensors to be mounted on the A.S. as well as their positioning
and balancing. It is necessary to assess their impact with re-
spect to the external environment. For example, there could
be limitations in their usage (e.g., LIDAR could suffer by per-
turbation given by light-sources in a certain time range or in a
certain position). Wrong architectural choices make the A.S.
not only useless, but also potentially harmful and error-prone
for rescuers. The rest of this section shows the context of the
work, the use of A.S. and the purpose of our approach to
simulation. Section 2 describes the simulation system used.
Section 3 is devoted to modelling. Section 4 shows an illus-
tration about the correct configuration of a LIDAR sensor
with regard to realistic mission requirements. Finally, future
work and conclusions are illustrated in Sect. 5.

1.1 Disaster Management

Disaster recovery management strategy can now be enhanced
thanks to recent progress in modern technology. More pre-
cisely, these techniques shall help in settling plans, processes
and techniques in order to save life, find survivors or restore
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life conditions as they were before the disaster (Mukhopad-
hay and Bhattacherjee, 2015). After a disaster, the impacted
area could have suffered from huge mutations (e.g., ground
alterations, presence of rubbles). Disaster environments are
chaotic and dangerous, not only for victims but also for res-
cuers. Some information can obviously be obtained only af-
ter in-site reconnaissance, but this is not always easy to per-
form. Communications with the local inhabitants may be hin-
dered by physical constraints or by people abandonment of
the hit zone. Even a local inspection actually has strong lim-
itations. For example, the poor visibility range can result in
erroneous decisions based on incomplete or erroneous data.
However, the completeness and the correctness of this in-
formation are necessary for the decision-making process re-
quired by emergency intervention (Tanzi and Isnard, 2019).
Depending on the circumstances of each event, it is impor-
tant to quickly select the suitable means to respond to the
emergency.

1.2 Usage of Autonomous Systems

In this regard, the usage of Autonomous Systems (A.S.),
such as Rovers or Drones, can assist the recovering oper-
ations for many tasks. For instance, A.S. can be used for
Rapid-Mapping or to scan the affected area to find survivors,
among others. The need for measurement systems operating
in total autonomy has existed for a long time, but accurate
enough measurement technologies were not yet available. In
the past, acquired data were not frequently updated, probably
because previous technologies were only producing environ-
ment snapshot rather than a permanent monitoring. Nowa-
days, wired and mobile communication networks allow us to
easily gather distributed measurements as well as acquisition
systems dedicated to data collection in real-time (Stormont
and Allan, 2009; Tanzi and Isnard, 2015). However, these
systems require the deployment of a fixed infrastructure that
must be well-maintained so that they can operate. The advent
of autonomous vehicles incorporating modern technology
sensors (LIDAR, Radar, Ground Penetration Radar, Camera,
etc.) (Tanzi and Chandra, 2017; Chandra and Tanzi, 2016)
offers new opportunities in this field. These facilities provide
more sophisticated ways to acquire information of hetero-
geneous types and to explore a given environment. This ap-
proach allows operations to overcome the constraints given
by the existence of a fixed infrastructure. Moreover, it toler-
ates communication difficulties (Tanzi et al., 2015), e.g. in
case an existing infrastructure is down or destroyed because
of accidents or disasters.

In order to integrate the capabilities of modern sensors,
it is necessary to define new approaches. Capturing infor-
mation helps to (i) understand and thus model the envi-
ronment (in real-time) for a successful accomplishment of
the mission, (ii) reusing the same information for settling
decision-making processes for intervention teams (Apvrille
et al., 2017; Tanzi et al., 2016). Data are produced by a set of

heterogeneous sensors deployed for real-time collection: dis-
tance values are computed through ultrasonic, micro-waves
and LIDAR sensors, location and attitude values are obtained
through Inertial Measurement Units (IMUs), control data by
odometers (Thrun et al., 2005), etc. The usage of Radar for
Ground Penetration (GPR) enables new sensing such as de-
tection of victims buried after an earthquake (Chandra and
Tanzi, 2015; Li et.al., 2005; Chandra and Tanzi, 2018, 2017)
thus increasing the probability to locate survivors. The us-
age of Doppler Radar sensors for the detection of survivors
under debris has been widely explored in Thi Phuoc Van et
al. (2019) and in Li et al. (2016). Authors propose to locate
humans in a non-invasive way, detecting the breath frequency
and the heartbeat. In Lee et al. (2016), authors propose an
approach based on the fusion of data coming from a LIDAR
and an IR camera. Authors state that their approach allows
to overcome some problems such as the sensitivity due to
illumination changes.

The precise definition of architecture and configuration of
the A.S depends not only on sensors but also on:

1. The configuration of the devastated area,

2. The main objectives of the SaR (Search and Rescue)
mission such as damage assessment, people research
and location, etc.

1.3 Objective of the simulation

In this critical context, inappropriate A.S. configuration can
lead to imprecise or erroneous data. Consequently, erroneous
decisions could result from them. The choice of the most
adapted set of sensors to be equipped for specific situations
as well as their physical placement is a non-trivial task. The
same for the mechanical configuration: for instance, the di-
ameter of the wheels mounted on a Rover can be unsuitable
for the roughness of a target terrain. A bad choice in this step
may make the A.S. not reliable enough or useless for target
missions.

In this regard, we propose a new approach, based on a 3D
simulation of the real world, which speeds-up the definition
of a recovery management strategy. Our research aims to set
the goals immediately after a disaster arises, e.g. during the
deployment of rescue teams. The goal is to acquire up-to-
date information on the area and its alterations due to the
event. Once rescue teams are deployed in zone, A.S. can start
producing data, thus helping to define complex strategies or
modifying run-time an existing plan (Tanzi and Isnard, 2019;
Stormont and Allan, 2009).

In our previous work, we validated the mechanical archi-
tecture of a rover designed to locate survivors after an earth-
quake (Bertolino and Tanzi, 2019). In this article, we address
the validation of the set of sensors mounted on an A.S. with
respect to the mission. Through simulation, we can use the
same approach to discover the best parametrization of the
set. This allows the “ideal” instrument for the mission to be
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Figure 1. 3D simulation system principle.

found and the most similar one among real devices to be cho-
sen.

2 Simulation system description

The schema of the selected simulation system is shown in
Fig. 1. It consists in a network of computational blocks which
communicate through high-level messages. Each block is re-
sponsible for a specific operation (i.e., black continuous-line
shape blocks) or modelling aspect (i.e., red dashed-line shape
blocks). We start from an existing simulation environment
named Gazebo (Koenig and Howard, 2004). It includes a
large set of physics engines (i.e., Open Dynamics Engine –
ODE for dynamics simulations) (Russ, 2006) and Open Ges-
tures Recognition Engine – OGRE to provide a realistic ren-
dering of the scenario (Dias et al., 2004).

We use Gazebo-3D to the adequacy assessment of robots
in realistic scenarios, because we aim to increase knowl-
edge on the A.S expected mission. The input requirements
are realistic and rigorous models of the different elements
of the mission. In this regard, terrain, environmental condi-
tions, A.S. architecture and behaviour, the set of sensors must
be modelled. If we consider Fig. 1, computational blocks
characterized by a continuous-line shape provide a complete
support with respect to simulation for disaster management.
Some integrations are required for blocks addressing mod-
elling aspects (i.e., dashed-line shape blocks) though. These
are part of our contribution and they will be listed and ex-
plained in Sect. 3. Some of them have been addressed in this
paper; the rest is part of our future work.

3 Modelling process

The modelling of each element of the scenario must be ex-
pressed by specifying its physical characteristics in an accu-
rate way. Modelling means abstraction, namely capturing the
behaviour of a system only through the parameters which are
relevant for a certain target (i.e., physics simulation in this

Figure 2. 3D Terrain acquisition process.

contribution). As we will see, the choice of the most appro-
priate set of parameters differs according to the sub-system
which is modelled. For instance, a precise modelling of the
shape of the subsystem is more meaningful while represent-
ing mechanical items such as wheels rather than sensors. In
other words, the geometrical 3D representation of a LIDAR
plays a minor role rather than other parameters such as the
noise while acquiring data.

3.1 Ground

World modelling, especially ground modelling, plays a cru-
cial role in our work. In this respect, there is a strong interest
in testing the configuration of an A.S. in a simulated environ-
ment able to reproduce the behaviour of the A.S. and which
corresponds to the real world as much as possible. Figure 2
provides an overview of the terrain generation process. We
start from existing data sources in order to have a realistic
simulation ground surface of the impacted area. They can
come from satellites (e.g., optical/micro-waves, TerraSAR,
photogrammetry, etc.), airborne images produced by drones,
images produced by LIDAR or Radar, Geographical Infor-
mation System (GIS) data and so on (Chandra and Tanzi,
2014). The input terrain is thus provided to the simulation
system by processing these existing input data. Starting from
pairs of remote sensing data such as satellite images, overlap-
ping aerial photographs or UAV acquired imagery, we have
used a standard GIS software (Shean et al., 2016) to generate
a Digital Elevation Model (DEM), which is the real input of
the simulation system, based on the principles of Photogram-
metry.

This allows to perform some preliminary physical analysis
(e.g., probability of a Rover to overcome all terrain depres-
sions) but the presence of external obstacles in the terrain is
a key-point in simulation for disaster management.

We have addressed this issue by integrating simulated
punctual objects (such as rocks, debris, fails, etc.) after the
generation of the main DEM. This approach allows to en-
hance the realism in terrain representation. We can add ob-
stacles from low-altitude Drone flight or generate them in a
random manner. The latter method is illustrated in Fig. 3. We
use mathematical functions, classical in remote sensing, to
estimate the roughness of the terrain. Let us consider a pho-
togrammetry produced by a LIDAR. As explained in Bennett
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Figure 3. Enrichment of the DEM realistic aspects based on a ran-
dom mathematical approach.

and Porteus (1961), roughness of a plane surface is related to
its specular reflectance at normal incidence. The variation of
the cosine of the illumination angle is representative of the
roughness of the terrain. For instance, a constant cosine de-
termines a relief which is almost null. After roughness esti-
mation, ranges of values for physical parameters of obstacles
(e.g., density, hardness, etc.) must be defined according to
the mission specifications. Monte Carlo function can then be
used to generate a random sampling of these obstacles which
are distributed over the generated terrain.

3.2 Autonomous system

In order to realize such missions, our laboratory has designed
ArcTurius Rover (Tanzi and Chandra, 2019), which is illus-
trated in Fig. 4. ArcTurius is an autonomous rolling system
which aims to precisely locate buried people after an earth-
quake. Its design derives from its operations (i.e., progress-
ing under debris or in very tight spaces) and the length of the
mission (i.e., up to a week in complete autonomy).

ArcTurius is equipped with different sensors belonging to
two categories:

– Sensors that are necessary for its basic operations (loca-
tion, navigation, obstacle avoidance, etc.)

– Sensors that are customized according to the mission to
be carried out. For instance, for Search & Rescue mis-
sions, sensors which are dedicated to detection of peo-
ple (or bodies) are embedded, such as the Ground Pen-
etrating Radar or even thermal camera.

Power consumption is an important challenge for ArcTurius.
It must work for several consecutive days with no remote
control. Moreover, it has been created for passing through
holes and debris. In this regard, it is necessary to keep its
dimensions small (Fig. 4). Thus, its reduced size does not
enable the equipment of large batteries. Therefore, power

Figure 4. ArcTurius Rover (3D CAD view).

consumption strongly influences its design. For this reason,
components must be adapted to the mission and must meet
energy requirements. This section explores how to model
an A.S. in Gazebo (specifically ArcTurius). Firstly we will
quickly recap how to validate the mechanical configuration
of the rover, which is part of our previous work (Bertolino
and Tanzi, 2019). We will then focus on sensor validation,
specifically LIDAR.

3.2.1 Modelling of physical components

From the simulation system point of view, A.S. can be seen
as a set of rigid bodies, named links, that are connected
through junctions, named joints. With respect to A.S. mod-
elling, it is important to realistically model both links and
joints. For each link (such as the Rover chassis or wheels),
it is necessary to explicit at least its geometry, its pose with
respect to the surrounding environment and its inertia. More
fine-grained models also consider physical parameters that
better regulate the contact between two links.

Joints connect a father link to a child link. While mod-
elling joints, it is necessary to explicit their type. For in-
stance, a wheel is connected to a chassis through a contin-
uous joint which is a continuous hinge rotating on a single
axis without upper or lower spatial limits. Bodies are con-
nected each other through a spherical joint characterized by
6 degrees of freedom. From the simulation point of view, the
setting of joint safety limits (e.g., maximum effort as well as
maximum velocity) is important with respect to real situa-
tions.

Figure 5 shows a simple representation of ArcTurius
model. ArcTurius chassis has been modelled with a chain of
3 boxes, interconnected by a custom joint which enables flex-
ibility to each body of the chain. Wheels are cylinders that are
connected to each body through a revolute joint. In our previ-
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Figure 5. Preliminary model for ArcTurius Rover.

Figure 6. Starving after a depression.

ous work, we have validated the mechanical configuration of
the rover testing its crossing capabilities on the landing site
of Apollo 15. In this experiment, we have tried to integrate
an open-source 3D terrain model provided by NASA re-
sources (NASA 3D resources, 2015). In addition, landing site
of Apollo 15 terrain has been chosen because it represents an
environment whose several characteristics are still unknown
and this is a common situation in disaster management. In
our previous works we have performed simulations in the re-
construction of existing places in which natural disaster are
occurred. For instance, in Tanzi and Bertolino (2020), we
have generated a DEM representing a terrain in south-west of
Haiti by merging data from ASTER survey (ASTER, 2004),
USGS-NED (USGS-NED, 2016) and SRTM30+ (National
Oceanic and Atmospheric Administration, 2020).

We have evaluated how the physical architecture can be
set in order to avoid starving situations such as Fig. 6. The
chassis of the rover touches the ground (red circle in Fig. 7)
whereas a wheel is raised from the ground itself (the absence
of contact points in the green square in Fig. 7).

Figure 7. Contact points after the starving.

Figure 8. Integration of a new component – Balancing problem.

We have also evaluated how the introduction of a compo-
nent (such as a sensor) has an impact on the balancing of
the system. We have simulated the injection of a component
which causes a parasitic sway of the system. This is illus-
trated in Fig. 8 where we can notice the centres of mass of
wheels (right and left side) and of the central body after the
integration of a component which is located in correspon-
dence of the green box. At the bottom of the image, we can
notice the contact points of the body to the ground, a be-
haviour that must be avoided in real contexts.

3.2.2 Modelling of sensors

Sensors are active components of the rover and they must be
carefully modelled in the simulation system. Physical mod-
elling of a sensor (e.g., shape, mass, balancing, etc.) follows
the specifications listed in Sect. 3.2.1. The target of this sec-
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Table 1. Possible set of parameters used to model a Hokuyo LIDAR
mounted on ArcTurius rover.

Parameter Value

Range Measurement [−π/3, π/3] (radians)
Update Rate 20 (Hz)
Accuracy ±30 (mm) (distance < 10 m)
Measurement Resolution 1 (mm)
Angular Resolution 0.25 (◦)
Number of rays per cycle 640
Noise Gaussian: µ= 0.0, σ = 0.01

tion is the validation of a sensor from a behavioural point
of view. Through 3D simulation, we aim to build the ideal
instrument that is adapted to a target mission.

In this example, we take as a reference a Hokuyo LI-
DAR, the same used by Lee et al. (2016). We start with the
modelling of LIDAR from the datasheet of the real Hokuyo
UTM-30LX Scanning Laser Rangefinder (Hokuyo UTM-
30LX, not dated). Starting from its maximum and minimum
specifications, we have customized Hokuyo LIDAR model
thus obtaining the values in Table 1. Sensors are noisy com-
ponents and we must consider the noise in order to enhance
the realism of the simulation. Currently it is possible to
model the inferences which affect them through a Gaussian
distribution with a moment parametrization (i.e., providing
mean and standard deviation of the distribution) (Thrun et
al., 2005). According to ArcTurius mission, we can assume
to work within 10-distance meters. In this way, it is possible
to simulate an accuracy of 30 mm by assuming that 99.7 % of
the measurements are correct. This is achieved by modelling
the noise with a Gaussian distribution whose mean is 0 and
standard deviation is 0.01.

In the following section, we wonder whether these param-
eters can be adapted according to ArcTurius energy require-
ments. In other words, we aim to establish how much the
energy consumption can be limited while keeping the system
adapted to the mission.

4 Illustration

The following case study has only a pedagogical purpose.
As we have stated in Sect. 3, the purpose of ArcTurius rover
(taken as a reference) is the precise location of survivors and
bodies in post-disaster environment. Its mission can last sev-
eral days and we have already highlighted that the power con-
sumption is an issue. We currently have mounted on the rover
Lithium-ion Polymer batteries (LiPo), characterized by an
energy density of about 100–130 Wh (watt-hour) kg−1, de-
pending on the material (e.g., cobalt, manganese, phosphate).
Table 2 shows an overview of the energy density associated
to different technologies. It includes the above mentioned
LiPo batteries, lithium-ion batteries and lead acid batteries

Table 2. Some example of energy density in function of technology.

Technology Specific Energy Density
(Wh kg−1)

Lead Acid 30–50
Li-ion 110–160
LiPo 100–190
Solid-state batteries Up to 300

(classical in traditional car engines). In addition, we can no-
tice the experimental solid-state batteries, whose electrolyte
candidate set includes ceramics, glass and aluminium, among
others. They allow for higher densities (up to 300 Wh kg−1).
When such technologies will be available in commerce, the
energetic balance of ArcTurius will be easier to be satisfied.
We will probably have to re-consider our design choices.

4.1 LIDAR energy considerations

When ArcTurius rover faces an obstacle or a hole, it stops
for a brief computation in order to take its next decision.
Then, it restarts at the end of the computation. The reason for
this is that the operating speed of the rover is limited(about
2 km h−1). The stop before a computation helps to prevent
some electromagnetic problems. The fact that the process-
ing units used for computation are not the best available in
terms of performance is not a big deal, because the rover can
stop and take some time to do the computation. The geome-
try to be analysed could be complex though. This can require
a more powerful processor even though the power consump-
tion will increase. At this stage of the project and in this il-
lustration, we will only do energetic considerations and about
how the power consumption impacts on the mission duration.

We start by modelling a Hokuyo UTM-30LX LIDAR to
perform some considerations from an energy point of view.
In particular, we want to validate parameters in Tables 1 and
3 to assess:

1. Their adequacy with respect to the mission

2. The energy consumption of the instrument

The energy consumption can be easily evaluated starting
from the information present on the sensor datasheet. If the
computed energy consumption is below a certain threshold,
we will need to verify that the instrument is adapted to the
mission. In order to do that, we model the LIDAR in the sim-
ulation system and we can reconstruct the images captured in
a simulated but realistic environment. If the consumption cal-
culus overcomes the threshold set for the mission (and con-
sequently the mission duration is going to last less than re-
quired), we will need to reduce the parameters that have an
influence on the energy (e.g., the range measurement or the
number of rays per-cycle) or to increment the batteries size.
However, we have already seen that the latter situation can
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Table 3. Another possible set of parameters used to model a Hokuyo
LIDAR mounted on ArcTurius rover. In this second set, the number
of rays per cycle is incredibly lower compared to Table 1. This re-
duces the power consumption.

Parameter Value

Range Measurement [−π/3, π/3] (radians)
Update Rate 20 (Hz)
Accuracy ±30 (mm) (distance < 10 m)
Measurement Resolution 1 (mm)
Angular Resolution 0.25 (◦)
Number of rays per cycle 20
Noise Gaussian: µ= 0.0, σ = 0.01

Figure 9. Modelling of Hokuyo LIDAR UTM-30LX by using the
parameters of Table 1. The beam of rays is dense (e.g., we cannot
graphically distinguish one ray from another one).

lead to an architectural variation, whose consequences have
been explored in Sect. 3.2.1.

In order to keep the illustration simple, in this example
we take into consideration only the number of rays per cy-
cle while keeping the other parameters of Table 1 fixed. Our
goal is to find the ideal instrument, i.e. a LIDAR whose
acquired data have enough quality to allow the rover to
act properly while keeping the energy consumption limited.
Hokuyo LIDAR UTM-30LX consumes up to 8 W for each
capture(Hokuyo UTM-30LX, not dated). By fixing the range
measurement to 120◦ (from −π/3 to +π/3, in radians), an
update rate of 20 Hz and a time window for the analysis of
20 min, we have evaluated the behaviour of LIDAR in two
case studies:

In the first case, we favour a precise reconstruction of the
image by fixing the number of rays per cycle to 640 (Ta-
ble 1). Figure 9 shows the simulation of the LIDAR, by us-
ing a dense beam of rays. Figure 10 shows the reconstruction,
almost perfect, by using RViz (Kam et al., 2015).

In the second case we have built a sparse and more eco-
nomic (from energy point of view) reconstruction of the im-
age by fixing the number of rays per cycle to 20 (Table 3).

Figure 10. Reconstruction of the obstacles captured by the Hokuyo
LIDAR UTM-30LX of Fig. 9, modelled with parameters of Table 1.
The graphical reconstruction is precise.

Figure 11. Modelling of Hokuyo LIDAR UTM-30LX using the pa-
rameters of Table 3. The beam of rays is sparser with respect of
Fig. 9. The number of rays per cycle is fixed at 20 in this experi-
ment, instead of 640 of Fig. 9.

Figure 11 shows the simulation of the LIDAR, by using a
less dense beam of rays with regard to the previous case. Fig-
ure 12 shows the reconstruction, which is rougher compared
to the previous case.

In the last case the image is obviously not reconstructed
correctly because of the low number of samples. In the con-
text of ArcTurius mission, the blank spaces in Fig. 12 can
give the misleading impression which there is enough space
to get through. The question that we aim to answer is: which
is the maximum degradation of the reconstructed image that
we can accept starting from mission requirements? Through
this approach, it is possible to find a compromise between
adequacy of the instrument and power consumption. In this
way, the most suitable device for the autonomous system is
allowed to be found. We start from real parameters taken
by the data-sheet of a real instrument. Then, we calculate
new parameters that allow to reduce the energy consumption
while verifying its adequacy in a realistic environment. From
these experiments, we have decided to use a LIDAR configu-
ration such as the one illustrated in Table 3 during the normal
navigation of the rover ArcTurius. This allows a rough detec-
tion of the obstacles while keeping the energy consumption
limited. Once ArcTurius rover gets close to an obstacle, the
configuration is dynamically switched to the one illustrated
in Table 1. This is done in order to avoid to take an erroneous
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Figure 12. Reconstruction of the obstacles captured by the Hokuyo
LIDAR UTM-30LX of Fig. 10, modelled with parameters of Ta-
ble 3. The reconstruction is rougher than the one in Fig. 10. The
purpose of our approach is to understand the maximum LIDAR
degradation that we can allow for a mission in order to save as much
energy as possible.

decision caused by an incomplete reconstruction (such as the
situation in Fig. 12).

4.2 Other optimizations

The previous was a simple pedagogical example. During a
real assessment, we must compare different set of sensors
characterized by different parameters in various environment
situations. There are several possible scenarios. For exam-
ple, we can introduce a perturbation such as an intense light
source placed in front of LIDAR source of rays. This can be
representative of sunlight contamination, especially in situa-
tions where surface albedos are high, such as land and snow
surfaces. In such cases, the scattered sunlight contribution to
noise is higher than nominal situations (Sun et al., 2016).

The expected results from these simulations must enable
a better handling of unknown situations and situations dis-
turbed by any perturbation or signal noise. We can predict
annoying situations and to mount and to configure an ade-
quate set of sensors that can mitigate a possible perturbation.
The purpose is must be prepared, in advance, against all the
possible problems that we can encounter in an almost un-
known environment. What we would like to prevent in this
contribution is to begin an intervention with an autonomous
system and to realize run-time that it is not useful because
the architecture has been badly considered.

5 Conclusions and perspectives

The use of autonomous vehicles incorporating modern tech-
nology sensors (LIDAR, Radar, video, etc.) opens up new
perspectives for disasters management (Chandra and Tanzi,
2016; Servigne et al., 2016). This equipment is an increas-
ingly sophisticated mean to acquire all kinds of information
in order to explore a given environment. In this regard, the
use of sensors coupled to an autonomous system allows a
mission to be carried out without external intervention.

This approach allows the constraints of existing infrastruc-
ture or communication difficulties to be overcome (Tanzi et
al., 2015), such as environments with broken, down or de-

stroyed infrastructure following accidents or disasters. The
information collected will have a dual purpose. The first
aim is to understand and model the environment for a suc-
cessful mission. The second one is to reuse this modelling
in a broader decision-making framework by rescue teams
(Apvrille et al., 2017; Tanzi et al., 2016). The processed data
will be produced by a variety of sensors and deployed in
networks for real-time collection (Liu, 2000; Berger, 2002;
Shukla, 2016). The data produced are of various types: dis-
tance data obtained by two ultrasonic sensors (flight time),
distance data obtained by optical laser sensors (LIDAR), po-
sition and attitude data produced by inertial systems (ac-
celerometers, magnetometers, gyroscopes, etc.), odometer
data, environmental data such as temperature, pressure, etc.
This data will be combined to detect different elements of the
environment.

The usage of autonomous flying systems (e.g., Drones),
or autonomous rolling systems(e.g., Rovers) for post-disaster
intervention in a devastated area enables: (i) time savings,
(ii) the increase in the efficiency of the intervention and
(iii) reduction of the risk to the rescue teams. These systems
are able to reach places which are inaccessible and/or danger-
ous for human rescuers. In addition, autonomous systems are
less sensitive to environmental conditions (such as meteorol-
ogy) and to situations that can be stressful for humans (fa-
tigue, danger, etc.). However, there are still difficulties which
must be solved before achieving the expected autonomy. An
important question remains: how to ensure that the design
and configuration of the system that we will use for this mis-
sion are well suited to the terrain, conditions and overall to
the mission?

One way to solve them is to increase our knowledge of the
devastated area and take countermeasures in advance against
possible unknown and annoying situations. At the origin of
the mission such knowledge is relatively weak. In this paper,
we have proposed a way to increase it even before arriving
at the intervention site relying on simulation. We have de-
fined a set of steps that allow to validate the behaviour of
an autonomous system (movement, data acquisition, etc.) in
a hostile environment as well as we define and validate the
adaptation of the configuration of the payload sensors for
the target mission. We have finally determined through sim-
ulations the quantitative parameters which characterize a LI-
DAR, mounted on the rover ArcTurius which we used as a
reference in this paper, in order to keep the energy consump-
tion low while keeping the sensor adapted to the mission.

Our future work aims to enhance the existing instruments
to make them adapted with respect to disaster management.
We will work to better support simulations by considering the
evolution of physical phenomena during the disaster. For ex-
ample, we will work on the reaction of the terrain in response
to an external event such as rain. This mutates the soil coef-
ficient of absorption of water as well as its saturation over
time. Consequently, the motion of a rover may strongly suf-
fer from these changes. To best of our knowledge, nobody ad-
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dressed this case study in the context of robotics simulation
in support to disaster management. Beyond the modelling
point of view, these several functionalities require a partic-
ular IT development to be integrated into the current system.
To sum up, disaster scenarios are chaotic: lives are in danger
and time is precious. Chances of survival decrease sharply
after the first 72 h. Once correctly configured and validated
by 3D simulations, the use of these autonomous systems en-
ables real time savings during the first hours after a disaster
upon the arrival of rescue teams on site.
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