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Abstract. Reverberation chambers show transient behaviour
when excited with a pulsed signal. The field intensities can
in this case be significantly higher than in steady state, which
implies that a transient field can exceed predefined limits and
render test results uncertain. Effects of excessive field inten-
sities of short duration may get covered and not be observable
in a statistical analysis of the field characteristics. In order to
ensure that the signal reaches steady state, the duration of
the pulse used to excite the chamber needs to be longer than
the time constant of the chamber. Initial computations have
shown that the pulse width should be about twice as long
as the time constant of the chamber to ensure that steady
state is reached. The signal is sampled in the time domain
with a sampling frequency according to the Nyquist theo-
rem. The bandwidth of the input signal is determined using
spectral analysis. For a fixed stirrer position, the reverbera-
tion chamber, wires, connectors, and antennas can jointly be
considered as a linear time-invariant system. In this article,
a procedure will be presented to extract characteristic signal
properties such as rise-time, transient overshoot and the mean
value in steady state from the system response. The signal
properties are determined by first computing the envelope of
the sampled data using a Hilbert transform. Subsequent noise
reduction is achieved applying a Savitzky–Golay filter. The
point where steady state is reached is then computed from
the slope of the envelope by utilising a cumulative histogram.
The spectral analysis is not suitable to examine the transient
behaviour and determine the time constants of the system.
These constants are computed applying the method of Prony,
which is based on the estimation of a number of parameters
in a sum of exponential functions.

An alternative to the Prony Method is the Time-Domain
Vector-Fit method. In contrast to the first mentioned vari-
ant, it is now also possible to determine the transfer function
of the overall RC system. Differences and advantages of the
methods will be discussed.

1 Introduction

Reverberation Chambers are commonly used for immunity
and emission tests, where an important class of immunity
tests is performed with pulsed modulated sinusoidal signals.
A reverberation chamber (RC) is characterised by its quality
factor Q, which is dependent on the operating frequency f
and the time constant τ of the chamber (Krauthäuser, 2007;
Pfennig, 2015). The quality factor affects the time required
until steady state is reached when the excitation is switched
on. This characteristic places a limit on the minimum dura-
tion of the pulse with which the chamber can be excited if
steady state is desired. Figure 1 shows a typical pulsed sig-
nal s with a sinusoidal carrier of frequency fc and magni-
tude A.

The duration of the pulse is denoted tH and the time be-
tween two pulses tL. The period T of the signal is, as a re-
sult, given by tH+ tL. A typical value for the pulse duration
is tH ≥ 2.5τ , i.e. a multiple of the time constant (Deutsche
Kommission Elektrotechnik Elektronik Informationstechnik
im DIN und VDE, 2011). Transient behaviour is observable
in the response of the RC if a switching event takes place.
The field intensities can in this case be significantly higher
than in steady state and possibly exceed predefined limits in
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Figure 1. Pulsed signal.

an immunity test which consequently can damage the device
under test (DUT).

A large number of publications have already dealt with
transient behaviour in RCs (Artz, 2017; Manicke and
Krauthäuser, 2012; Krauthäuser and Nitsch, 2002; Amador
et al., 2010).

The possible overshoot can best be observed by measure-
ments in time-domain. Artz has shown in his work that strong
overshoot is accompanied by a low amplitude in the steady
state and vice versa.

In contrast to the work of Artz (2017) it is not necessary to
determine an ensemble mean value in advance of the evalua-
tion. Each time series is evaluated individually.

The focus of this work is on signal analysis which depends
on the stirrer position. First, in Sects. 2 and 3 a signal the-
oretical description of the overall RC system is given. The
measurement setup and signal preprocessing is presented in
Sect. 4.

An algorithm that extracts signal characteristics such as
the amplitude of the overshoot when switching on and off as
well as the amplitude at steady state is presented in Sect. 5.

The parameters thus obtained are required for further sig-
nal analysis.

The chamber response is recorded with an oscilloscope for
each stirrer position and is therefore time-discrete. This time
series of measurements is interpolated to a function that is
continuous over time. The function depends on the location
within the test volume, the time and the stirrer position.

In Sect. 6 the Method of Prony is used for this purpose.
The transient behaviour of the RC exhibits exponential be-
haviour. By means of Prony’s Method, which represents a
sum of weighted exponential functions, this transient and de-
cay behaviour can be represented intrinsically and is thus a
well suited choice. For large data sets, the use of Prony’s
Method is not practical. This is due to the point wise na-
ture of the method, where each data point is considered. A
high time resolution and a long measurement duration result
in large data sets, which leads to the problems mentioned
above.

Figure 2. Reverberation chamber with stirrer and antennas.

Figure 3. Reverberation chamber as linear time-invariant system.

An alternative is the Time-Domain Vector-Fit method
(Grivet-Talocia, 2004). Based on initial frequencies, a ratio-
nal function is adapted to correspond to the measurement
process in the time domain. An advantage over the Prony
Method is the extraction of the transfer function of the entire
system consisting of RC, antennas, cables and connectors.
This procedure is presented in Sect. 7.

2 Reverberation chamber

A typical RC which can be regarded as rectangular cavity
of width a, height b, and length c, that is equipped with a
mechanical stirrer, a transmitting and a receiving antenna is
shown in Fig. 2.

Resonant cavities possess a linear time-invariant sys-
tem and can therefore be considered as a linear time-
invariant (LTI) system (Artz and Hirsch, 2014), as displayed
in Fig. 3.

The system response g of the chamber,

g(t)= s(t) ? h(t), (1)

is given by the convolution of the input signal s and the sys-
tem impulse response h of the RC, where g, s and h are
functions of time t . h can be determined by measurement
(Artz and Hirsch, 2014). The system impulse response in-
cludes the impulse response of the receiving and transmit-
ting antenna, cables and the feedthrough. LTI systems trans-
form a time-harmonic input signal of a certain frequency to a
time-harmonic output signal of the same frequency (Hoff-
mann, 1998). The resonant frequencies are determined by
Hill (2009)
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where µ denotes the permeability and ε the permittivity of
medium in the RC. The indices m, n, p determine the field
mode. A TE- and a TM-mode exists for every combination
of m, n, and p unless one of the indices is zero. In this case,
only a TE- or a TM-mode exists. Any equipment in the cham-
ber changes the boundary conditions for the field and conse-
quently affects the resonant frequencies so that modes are not
known exactly.

To alleviate this problem an approximation of the mode
density

Ds(f )= 8πabc
f 2

c3
0
−
a+ b+ c

c0
(3)

can be used as a performance indicator for the RC, where
c0 denotes the speed of light (Liu et al., 1983). Ds(f ) pro-
vides information on the number of resonant frequencies in
the neighbourhood of f . The mode density increases if the
frequency increases. The chamber used for the measurements
has a width a of 3.7 m, a height b of 3.0 m, a length c of
5.3 m, which amounts to a volume V of 58.83 m3. For a fre-
quency of 400 MHz for example, the mode density Ds(f ) in
the given chamber equals 8.74 modes per MHz.

A key performance indicator of a RC is the quality fac-
tor Q, see Krauthäuser (2007).

A theoretical value for Q is given by

Q=
3µ0V

2µmSδS
(4)

with the chamber volume V , the skin depth δS and the walls
permeability µm. The skin depth of the wall material can be
given as

δS =

√
2

ωµmσ
, (5)

with the wall conductivity σ .
A RC can electrically be viewed as a network of RLC cir-

cuits, see Bernard Demoulin (2011). Each excited mode can
be modelled with an RLC circuit.

3 Signal theory

The signal displayed in Fig. 1 can be written as

s(t)=

∞∑
k=0

(
Acos(ωc(t − kT )+ϕ) rect

(
t − kT

tH
−

1
2

))
, (6)

where ωc = 2πfc and ϕ represents the phase shift of the car-
rier at t = 0 s. The rectangular function vanishes for t < 0 s

and t > tH, equals a half for t = 0 s and t = tH, and equals
one for 0< t < tH. In order to generate a pulsed signal s,
the single pulse is repeated periodically. The spectrum of the
signal is determined by computing the Fourier coefficients

Sn =
1
T

∫
T

s(t)e−jnω0tdt. (7)

The identity
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1
2

(
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)
(8)

enables to rewrite s as
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A

2
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(9)

with
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The frequency domain representation of s1 is given by
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and similarly
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where the primed symbols refer to normalised variables, i.e.

ω′0 = ω0tH,

ω′c = ωctH,
, t ′ =

t

tH
and dt = tHdt ′. (14)

The coefficients Sn can finally be written as
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A

2
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)
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These coefficients determine the spectrum of the idealised
pulsed signal with

S =

N∑
n=0

Sn, (16)
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Figure 4. Spectrum s(t) with N = 40.

and is shown in Fig. 4. The rise and fall times are finite in
practice which limits the bandwidth (Pozar, 2005).

To generalise the processing of the signals, it is beneficial
to decompose the signal into its carrier and envelope parts. In
a first step the analytic signal ua(t) must be computed from
the real signal u(t) with the Hilbert transform.

The Hilbert transform is defined as

v(t)=
1
π

∞∫
−∞

u(τ)

t − τ
dτ (17)

and the inverse transform as

u(t)=−
1
π

∞∫
−∞

v(τ)

t − τ
dτ. (18)

The integral representation of the Hilbert transform in
Eq. (17) corresponds to the convolution integral, thus the
transform can also be represented as

v(t)= u(t) ?
1
πt
, (19)

where ? represents the convolution operation similar to
Eq. (17). Using ? the inverse Hilbert transform is

u(t)=−v(t) ?
1
πt
, (20)

with 1
πt

as the kernel of the Hilbert transformation.
In contrast to the Fourier Transform the Hilbert Transform

does not change the domain, u(t), v(t) ∈ R, see Eqs. (17)
and (18). With the usage of Hilbert transform pairs the ana-
lytic signal ua(t) becomes

ua(t)= u(t)+ jv(t) (21)
= u(t)+ jH{u(t)}. (22)

The Fourier transform of the kernel 1
πt

is given by

F
{

1
πt

}
=−j sgn (f ), (23)

with the signum function defined as

sgn(x)=

 1 x > 0
0 x = 0
−1 x < 0

. (24)

Expressing the spectrum of ua(t) in terms of the Fourier
Transform U(f ) of u(t) leads to

ua(t)= u(t)+ j
1
πt
? u(t) (25)

Ua(f )= U(f )+ sgn (f )U(f ). (26)

In Eqs. (25) and (26) use has been made of the linearity prop-
erty of the Fourier transform, see Hoffmann (1998), and of
Eq. (23).

Evaluating Eq. (26) leads to

Ua(f )=


2U(f ) f > 0

U(0) f = 0
0 f < 0

. (27)

The analytic signal ua(t) in its polar form

ua(t)= ûa(t)e
j (2πf+ϕ(t)) (28)

= ûa(t)e
jϕ(t)ej2πf (29)

= ûa(t)e
j2πf , (30)

with the envelope ûa(t), the complex envelope ûa(t), the
instantaneous phase ϕ(t) and the carrier frequency f . The
complex envelope is given by

ûa(t)= ûa(t)e
jϕ(t), (31)

the envelope

ûa(t)=
√
u2(t)+ v2(t) (32)

and the instantaneous phase

ϕ(t)= arctan
v(t)

u(t)
. (33)

The transition from a time continuous signal u(t) to a time
discrete signal u[k] is denoted by

tk = k1t (34)
u[k] = u(tk) , (35)

with index k ∈ Z and the sample interval 1t .
As noted in Sect. 2 the RC is an oscillating system and

can be modelled as a network of RLC circuits. Therefore the
different excited modes can be modelled as a sum of expo-
nential functions, see Sects. 6 and 7.
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Figure 5. Measurement setup and signal path.

Figure 6. Spectrum of the input signal s(t) and resonant frequen-
cies.

4 Measurements and signal processing

4.1 Measurement setup

Figure 5 shows the measurement setup.
A generator and an amplifier delivers the signal s to excite

the RC employing the tx antenna. To record the chamber re-
sponse g, a real-time oscilloscope is wired to the rx antenna
of the same type as the tx antenna.

The carrier frequency fc of the input signal is 400 MHz,
with tH = 3 µs and tL = 7 µs. The power P of the input signal
is set to P = 50 dBm, which implies A= 70.7 V in a 50�
system. The mode density is 8.74 modes per MHz, as calcu-
lated in Sect. 2. Figure 6 depicts the spectrum of the input
signal in the frequency range from 395 to 405 MHz and the
resonant frequencies, indicated by the vertical lines in the
lower bar.

The input signal excites several modes simultaneously
which can lead to high field intensities in the chamber.

4.2 Signal preprocessing

Figure 7 depicts the actual signal applied to excite the cham-
ber when the carrier is switched on and Fig. 8 displays the
signal when the carrier is switched off, where the curves
clearly reflect the finite rise and fall times. The signal de-
scribed in Eq. (6) has infinite rise and fall times it is therefore
an idealisation of the actual signal.

Figure 7. Switching on the input signal, measured at the port of the
signal generator.

Figure 8. Switching off the input signal, measured at the port of the
signal generator.

The discrete Fourier Transform (DFT) of the actual in-
put signal is computed employing the Fast Fourier Trans-
form (FFT) algorithm. Figure 9 shows the spectrum of the
signal sampled with the sample frequency fs = 25 GHz. At
400 MHz the peak of the carrier frequency is clearly visi-
ble. The dashed red box indicates the operational frequency
range of the antennas according to the data sheet as their
transfer functions are not known. The red arrows mark the
harmonic distortions caused by elements with a non-linear
transfer function, for instance the amplifier, other intermod-
ulation products are also visible.

These frequency components will excite modes in the RC,
because of the LTI nature of the system. To filter these un-
wanted frequency components from the chamber response a
4th-order Butterworth band-pass filter is used, with a band-
width of 200 MHz.

The spectra of the idealised and of the actual signal are
symmetrical with respect to the carrier frequency in dis-
played frequency range.

Figure 10 shows the response of the chamber in the time
domain, sampled with fs = 2.5 GHz, where the dashes lines
mark the trigger points when the carrier is switched on and
off. After the trigger signal a delay of approximately 140 ns
is observed, this signal propagation delay tD is caused by the
amplifier, cables and connectors. The propagation delay is

https://doi.org/10.5194/ars-18-53-2020 Adv. Radio Sci., 18, 53–73, 2020



58 K. Pasche et al.: Investigation of transient responses of an RC with pulsed excitation

Figure 9. Spectrum of the input signal S(f ). The red arrows mark
the harmonic distortions. The dashed red box shows the frequency
range of the antennas.

Figure 10. Chamber response to the actual input signal, dashed
lines mark the trigger points.

frequency dependent because the transfer functions of the
amplifier, cables and connectors are frequency dependent.

The spectra of the actual input signal and the chamber re-
sponse differ which implies that transfer function of the RC is
frequency dependent. The peak value at the carrier frequency
is decreased by 25 dB corresponding to the insertion loss of
the chamber.

Figure 11 shows two chamber responses and their Fourier
transforms for different stirrer positions. In time-domain
the responses show different characteristics, such as settling
time, overshoot and quasi-steady-state value. In frequency-
domain the only observable difference is the derivation of the
peak value at the carrier frequency, corresponding to the dif-
ferent quasi-steady-state values, indicated by the blue lines
in the figure.

In Fig. 12 the black trace indicates the envelope of the
chamber response, it is visible that the envelope is noisy. Fig-
ure 13 shows a chamber response for the same stirrer position
as Fig. 12, where the acquisition mode is changed from single
shot to average mode. In average mode the oscilloscope aver-
ages over N = 150 successive traces. The envelope appears
to be less noisy. This indicates that the envelope is superim-
posed by a mean-free white noise which does not contain any
information.

Figure 14 shows the spectra of the single shot and the aver-
aged trace, the spectrum of the averaged signal has a sharper
peak at the carrier frequency and the noise floor is signifi-

cantly reduced and so the signal-to-noise ratio increased. The
peak at 800 MHz is the second harmonic of the carrier fre-
quency, generated by the signal generator or the amplifier.

Figure 15 shows the spectrum of the filtered chamber re-
sponse g[k] and its complex envelope ĝ[k], see Eq. (31). The
spectra is band-limited and centred around f = 0 Hz.

It is now possible to downsample the complex envelope of
the chamber response, because the upper frequency limit fge
of the complex envelope is much smaller than the upper fre-
quency limit fg of g[k].

The signal g[k] has P samples with k ∈ Ik and

Ik := [0,P − 1]. (36)

To downsample g[k] it must first be multiplied with a D-
periodic sequence of unit pulses

gD↓ = ĝ[k] ·

∞∑
m=−∞

δ[k−mD] (37)

with the decimation factor D

D =

⌊
fg

fge

⌋
. (38)

The downsampled signal consists of every Dth value of g[k]

gu[k] = g[kD] = gD↓[kD], (39)

and the sample interval 1tu

1tu =D ·1t. (40)

The signal gu[k] consists of P ′ =
⌊
P
D

⌋
samples with k ∈ I ′k

and

I ′k := [0,P
′
− 1]. (41)

5 Signal analysis

In this section an algorithm is presented that extracts signal
properties like rise time and overshoot amplitude. Table A1
lists all properties of interest. This algorithm works on a sin-
gle chamber response, in contrast to Artz (2017) which needs
to process a whole set of measurements first.

The averaged downsampled envelope of the input sig-
nal su,avg is designated as the input signal x and the aver-
aged downsampled envelope of the chamber response ĝu,avg
is defined as the output signal y

x[k] := ŝu,avg[k] (42)
y[k] := ĝu,avg[k]. (43)
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Figure 11. Comparison of chamber responses in time- and frequency-domain.

Figure 12. Chamber response g[k] with envelope ĝ[k], acquisition
mode single shot.

Figure 13. Chamber response gavg[k]with envelope ĝavg[k], acqui-
sition mode average.

Figure 14. Spectra of chamber response, recorded with single
shot G(f ) and average mode Gavg(f ).

Figure 15. Spectra of the averaged chamber response gavg and its
complex envelope ĝavg.
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5.1 Outline of the algorithm

In order to extract the signal properties of interest the signal
is partitioned into four parts

1. rise phase,

2. quasi-steady state (QSS),

3. decay phase,

4. off phase.

First, the limits of the quasi-steady state are identified.
Knowledge of the quasi-steady state allows to derive the start
and end points of the remaining phases. A sequence of tasks
is necessary to determine the start and end point of the quasi-
steady state. These steps are

i. smoothing of the envelope,

ii. clipping,

iii. computation time-derivative,

iv. deriving threshold for detecting the quasi-steady state,

v. identification of start and end points.

With the location of the quasi-steady state the amplitude is
estimated. The algorithm concludes with the determination
of the requested signal properties from the previously com-
puted results.

5.2 Algorithm

In the following section the single steps for the determination
of the quasi-steady state are presented.

5.2.1 Smoothing

Signal smoothing is accomplished by employing a Savitzky-
Golay filter, see Savitzky and Golay (1964). In our example
we used a window length of 83 and a polynomial degree of 3.

5.2.2 Clipping

The quasi-steady state has to be within the boundary of the
trigger time and the switch off time, see Fig. 16, which mark
the utmost limits of the QSS. This time-span covers the Rise
phase and the QSS. All signal values outside of the inter-
val are neglected. The index of the trigger time, the trigger
point kT, and the pulse width tH is known. The start point k′s
and the end point k′e of the clipped signal are

k′S = kT k′e = kT+

⌊
tH

1tu

⌋
. (44)

In Sect. 4.2 a propagation delay was observed in the chamber
response right after the trigger point. This delay is taken into

Figure 16. The envelope of the chamber response in grey, the
smoothed signal y in black and the time-span of the clipped sig-
nal yc is indicated by the vertical dashed lines.

Figure 17. Time-derivative y′c[k]. The dotted lines mark the thresh-
old ε.

account by shifting the former start and end points (Eq. 44)
to

k′s := k
′
s+

⌊
tD

1tu

⌋
k′e := k

′
e+

⌊
tD

1tu

⌋
, (45)

where tD = 140 ns. This gives the clipped signal

yc[k] = y[k], with k ∈
[
k′s,k

′
e
]
. (46)

5.2.3 Time-derivative

An ideal QSS is defined by a constant amplitude over a cer-
tain time period. The derivative for this time period is zero. In
practice a deviation around zero is expected and an alteration
limit needs to be defined, see Fig. 17.

The time-derivative is calculated with a forward-difference
quotient

y′c[k] =
yc[k+ 1] − yc[k]

1tu
. (47)

5.2.4 Threshold determination

In order to determine the maximum deviation around zero for
the QSS a cumulative histogram is used, see Fig. 18. The or-
dinate is restricted to the main interval I which is partitioned
into N sub-intervals
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Figure 18. Histogram with 100 bins of equal width, the cumu-
lative percentage and the threshold ε. The x-axis is truncated at
0.06 V µs−1 to increase the readability.

I =

N⋃
j=1

Ij . (48)

The boundaries of the sub-intervals Ij ∈ [kl,j , ku,j ] are the
edges of the bin bj , which is the cardinality of Ij

bj =
∣∣Ij ∣∣ ∈ N. (49)

A threshold for the QSS value is obtained from the lower
boundary of the interval InQSS = [kl,nQSS ,ku,nQSS ]. The index
of this interval nQSS has to fulfil the condition

nQSS =min
{
n

∣∣∣s(n)≥ 0.8, n= 1,2, . . ., N
}
, (50)

where

s(n)=
1
B

n∑
j=1

bj B =

N∑
j=1

bj . (51)

The threshold is

|ε| ≤ y′c
[
kl,nQSS

]
. (52)

5.2.5 Start and End Point of the QSS

In the final step of the algorithm the start and end points of
the QSS are determined. The QSS is defined by coherent re-
gions where every value has to be smaller or equal than the
threshold. These regions are

Ri :=
{
(k,x′)

∣∣∣ ∣∣y′c[k]∣∣≤ ε, ∀k ∈ [ki,ki +L]
}
, (53)

with 1≤ i ≤M , the window length L and

M =

⌊
k′e− k

′
s

L

⌋
. (54)

If multiple regions satisfy the criterion and if these regions
contain subsets of the previous regions they are merged into

one coherent region. If the distance1tG between subsequent
but disjoint regions is small enough the gap is neglected. In
our case we used a maximum gap size of

1tG ≤ δ ·1tu = 768ns

with δ = 200. The merging process can have one of three
possible outcomes. Either no region, one region or multiple
disjoint regions are found. When no region is found no QSS
exists.

The optimal outcome is that only one coherent segment
results from the process. The identification of the QSS is ob-
vious.

If more than one coherent segment have been found, the
longest segment is chosen as the actual QSS.

Where y[k] is now divided into five segments

y[k] =



Off phase, 0≤ k < ks,rise,

Rise phase, ks,rise ≤ k < ks,QSS,

QSS, ks,QSS ≤ k < ks,decay,

Decay phase, ks,decay ≤ k < ks,off,

Off phase, ks,off ≤ k < P
′
− 1,

(55)

with

ks,rise =min
{
k
∣∣y[k] ≥ yQSS

10
, k = 0, . . ., ks,QSS

}
,

ks,decay = ke,QSS

and

ks,off =max
{
k
∣∣y[k] ≥ yQSS

10
, k = ke,QSS, . . ., P

′
− 1

}
.

The QSS mean value is

yQSS =
1

ke,QSS− ks,QSS

ke,QSS∑
n=ks,QSS

y[n]. (56)

5.3 Results

The previously determined steady-state value yQSS is now
used as a normalisation parameter to simplify comparability
between different chamber responses

y[k] =
y[k]

yQSS
. (57)

An exemplary result is presented in Fig. 19 consisting of a
measured noisy signal y[k] and its noise reduced part. The
extracted boundaries for the four signal states are indicated
by dashed vertical lines, further properties are listed in Ta-
ble 1.

Due to the oscillating nature of the measured signals,
the system responses are interpreted as oscillating systems.
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Figure 19. The envelope of the chamber response in black, the
smoothed signal y in red. The vertical dashed lines indicate the lim-
its of the signal parts. The Rise and the Decay phase are approxi-
mated with damped oscillations.

Based on this assumption it is possible to determine time con-
stants for the rise and fall of each signal. A simple damped
harmonic oscillation is

y(t)= A+ e−T (t−to)
(
B cos(W (t − to))

−C sin(W (t − to))
)
, T > 0 (58)

B = % cosϕ
C = % sinϕ

where A, B, C, T and W are unknowns and to is a known
shift along the t-axis. The sought-after time constant is
then T −1.

Computation of the unknowns in Eq. (58) is accomplished
with the help of a Levenberg–Marquardt routine, an itera-
tive trust-region algorithm (Marquardt, 1963). A necessity
for convergence are well-posed starting values. Those values
are obtained through a reduced model for A and T

y(t)= Ã+ B̃e−T̃ (t−to), T̃ > 0, (59)

described in Appendix A. The starting values for the fitting
process are then

A0 = Ã

B0 = 1
C0 = 1

T0 = T̃

W0 =
π

x
[
b
ks,QSS+ke,QSS

2 c

] .
The determined time constants for the chamber response de-
picted in Fig. 19 are for the the Rise and Decay phases

τrise = 674ns
τdecay = 2.24µs.

Table 1. Extracted signal properties.

Symbol Value Unit

yQSS 41.66 mV
1tQSS 5.64 µs
ts,QSS 5.35 µs
ks,QSS 1393
te,QSS 10.99 µs
ke,QSS 2861
ŷrise 155.05 mV
t̂rise 1.76 µs
k̂rise 459
1trise 4.15 µs
trise,0.1 1.18 µs
krise,0.1 307
trise,0.9 5.33 µs
krise,0.9 1387
ŷdecay 119.49 mV
t̂decay 11.76 µs
k̂decay 3062
1tdecay 5.82 µs
tdecay,0.9 11.23 µs
kdecay,0.9 2924
tdecay,0.1 17.05 µs
kdecay,0.1 4440
1t0.1,QSS 4.17 µs
1t∧,QSS 3.59 µs
1tQSS,0.1 6.06 µs
1t∧,0.1 10.58 µs

The described algorithm is now applied to a series of
measurements of L chamber responses. Measurements were
taken over a full stirrer rotation at a stirrer step size of 1◦,
this leads to L= 360 chamber responses. The measurement
setup corresponds to that described in Sect. 4.1.

The distribution of incidences of selected properties are
shown in Figs. 20–22. Those properties include the QSS
value yQSS, QSS mean value normalised to the pulse width

1t̃QSS =
1tQSS

tH

and the peak value in the Decay phase ŷdecay. The bins are of
equal width.

In Table 2 the population mean

µ(y)=
1
L

L∑
k=1

yk, with y ∈ RL, (60)

and the population standard deviation

σ(y)=

√√√√ 1
L

L∑
k=1

(yk −µ)
2, with y ∈ RL, (61)

as a measure of spread are computed for the three properties.
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Figure 20. Histogram of the QSS mean value yQSS with 50 bins.
The dashed line indicates the mean value.

Table 2. Population mean µ and standard deviation σ computed for
selected properties.

Property µ σ

yQSS 139.5 mV 65.9 mV
1t̃QSS 0.571 0.039
ŷdecay 183.3 mV 49.7 mV

The standard deviation indicates a wide spread around the
mean value of the yQSS. This means that the field strength
varies notably over the DUT for a full stirrer rotation.

Figure 21 shows the distribution of incidences of the dura-
tion of the quasi steady state in relation to the pulse width, it
can be seen that the QSS value is present on average for only
57.1 % of the pulse width (Table 2).

The spread of the peak values in the Rise and Decay phase
around their mean value is smaller than for the QSS mean
value. In the histogram this can be seen by an accumulation
of values around the mean value in Fig. 22.

The relationship between the overshoot and the QSS mean
value is shown in Fig. 23. Each QSS mean value yQSS is the
reference value to the corresponding overshoot ŷrise of the
data set. A corresponding example is given in Table 1 and the
explanation of the symbols is given in Table A1. The over-
shoot decreases with increasing QSS mean value, this is in
agreement with Artz (2017). This indicates that in this case,
with the appropriate choice of test parameters, over-testing
will not occur.

The results of the algorithm are the foundation for further
investigations.

6 Method of Prony

With Prony’s Method a decomposition of a signal into a
sum of weighted complex exponentials can be performed
(Marple, 2019; Hauer et al., 1990). From this representation
Amplitude, phase shift, attenuation and angular frequency
can be determined.

Figure 21. Histogram of the QSS mean value 1t̃QSS normalised to
the pulse width tH, with 50 bins. The dashed line indicates the mean
value.

Figure 22. Histogram of the peak values in the Decay phase ŷdecay,
with 50 bins. The dashed line indicates the mean value.

Prony’s Method is sensitive to noise (Marple, 2019; Peter,
2013), it is recommended to reduce noise in the input signal
before applying the method. Noise reduction is achieved by
the signal pre-processing described in Sect. 4.2.

6.1 Description of the method

The signal y[k] is approximated with

y[k] ≈ ỹ[k] =

p−1∑
n=0

hnz
k
n, k ∈ [0,M − 1], (62)

where M ≥ 2p and

zn = e
(αn+j2πfn)1t (63)

hn = ŷne
j�n . (64)

ŷn is an amplitude,�n a phase shift, αn a damping factor and
fn is a frequency.

The unknown factors appear linear as pre-factors hn and
non-linear as arguments of an exponential function zn. These
unknown parameters are determined in two steps. First the
exponents are determined and then the coefficients.

The core of Prony’s method is the assumption that the sum
of the exponential functions satisfies a pth order difference
equation
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Figure 23. Plot of the signals overshoot ŷrise normalised to the cor-
responding mean value in the quasi steady-state yQSS over the mean
value in the quasi steady-state.


yp yp−1 . . . y0
yp+1 yp . . . y1
...

...
. . .

...

y2p−1 y2p−2 . . . yp−1



a0
a1
...

ap

=


0
0
...

0

 (65)

(Hamming, 1987). The characteristic polynomial of this dif-
ference equation is

0= a0 · z
p
+ a1 · z

p−1
+ . . . + ap =

p∑
m=0

amz
p−m, (66)

where am ∈ R. The z of Eq. (62) are the zeros of Eq. (66),
which are either real or conjugate complex. To determine
these zeros, the coefficients a0, . . . , ap must be known. If
a0 = 1, a linear system for the unknowns a1, . . . , ap is ob-
tained from Eq. (65) as


yp−1 yp−2 . . . y0
yp yp . . . y1
...

...
. . .

...

y2p y2p−1 . . . yp−1



a1
a2
...

ap

=−


yp
yp+1
...

y2p−1

 . (67)

With the exponents z determined from Eqs. (66) and (67),
the coefficients h1, . . . ,hp can be calculated from the data.
Re-writing Eq. (62) in matrix notation gives


z0

0 z0
1 . . . z0

p−1
z1

0 z1
2 . . . z1

p−1
...

...
. . .

...

zM−1
0 zM−1

2 . . . zM−1
p−1



h0
h1
...

hp−1

=

y0
y1
...

yp−1

 . (68)

Figure 24. Rise phase of signal y[k] and Prony interpolation ỹ[k].
The black line is the rise phase of signal y[k] and the dashed red
line is the Prony interpolation ỹ[k].

From the roots zn, n= 1, . . . ,p the searched for arguments
of the exponential functions are

αn =
ln |zn|
1t

(69)

fn =
1

2π1t
tan−1

(
={zn}

<{zn}

)
. (70)

The linear coefficients hn give the parameters

ŷn = |hn| (71)

�n = tan−1 ={hn}

<{hn}
. (72)

The approximated data set is written as

ỹ[k] =

p−1∑
n=0

ŷne
j�ne(αn+j2πfn)k1t . (73)

In Eqs. (67) and (68) the matrices are square and can get very
large for big sets of data. But in practice the number of data
points exceeds the number of unknowns in the exponential
model (Eq. 62). This will lead to non-square matrices where
the number of data points exceeds the number of unknowns.
Various methods are available to solve these over-determined
linear systems, for example least squares (Marple, 2019; Pe-
ter, 2013). In the present case the least squares approach is
used. The method was tested on the transient and decay be-
haviour of the curve in Fig. 19. The necessary parameters
such as the beginning and end of the corresponding phases
were taken from Table 1. The data set for the transient os-
cillation comprises M = 1133 data points and p = 380 sum-
mands were chosen. The actual and approximate course is
shown in Fig. 24. There is a very good agreement up to
t = 3 µs, after that the curves deviate noticeably. The ap-
proximation can be improved by increasing the summands
in Eq. (62).

The data set for the Decay phase includes M = 1579 data
points and p = 450 parameters were used. The approxima-
tion and the actual course agree well up to about 13 µs
(Fig. 25).
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Figure 25. Decay phase of signal y[k] and Prony interpolation ỹ[k].
The black line is the decay phase of signal y[k] and the dashed red
line is the Prony interpolation ỹ[k].

Figure 26. Conjugate complex poles of ỹ(t) with t in to 5.35 µs.

Figure 26 shows the poles according to Eq. (66). A strong
spread of the angular frequency is visible. However, since
it is a smoothed and band-limited signal, some of the poles
found lie outside the permissible frequency band. This means
that the curves interpolated with the Prony method contain
frequency components which are not physical. Band-limiting
leads to a deterioration of the interpolation.

An alternative interpolation method is the TD-VF where
pole locations within a given frequency band are selected.

7 Time-domain vector-fit

Prony’s method represents the measured chamber response
as a sum of exponentials. This sum is the result of a con-
volution of a transfer-function and an excitation. Purely em-
ploying Prony’s method makes it difficult to extract informa-
tion about underlying characteristics of the signal transfer.
An alternative method is Time-Domain Vector-Fit (TD-VF),
which is based on the Vector-Fit (VF) algorithm (Gustavsen
and Semlyen, 1999; Triverio, 2019).

Vector-Fit offers the possibility to approximate a transfer-
function to a measured response. In the following sub-
sections are VF and TD-VF briefly summarised. Afterwards
an application to measured data is presented.

7.1 Fundamental vector-fit

The VF method approximates a rational function to fre-
quency domain data using an iterative least squares tech-
nique. The transfer-function in frequency domain is

Y (s)=H(s)X(s), (74)

with Y (s) the result, H(s) the transfer function, X(s) the ex-
citation and s a complex frequency parameter. The VF ap-
proximation of H(s) is

H(s)≈ d +

N∑
n=1

Rn

s−pn
, (75)

where d is a constant, Rn the nth residue to the pole pn and
N the number of real poles. The iterative least squares ap-
proximation is based on an initial set of poles, which are dis-
tributed either linearly or logarithmicaly over the investigated
frequency range (Grivet-Talocia and Gustavsen, 2016). The
main idea in VF is to weigh the input with a function σ

σ(s)Y (s)= σ(s)H(s)X(s) (76)

and enforce the product σ(s)H(s) to match the left-hand-
side, with

σ(s)H(s)= d +

N∑
n=1

Kn

s−pn
, (77)

and

σ(s)= 1+
N∑
n=1

R̃n

s−pn
. (78)

Letting X(s) to be unity, then the unknowns d , Kn and
R̃n form a linear least-squares problem for every data
point Y (si)

N∑
n=1

Kn

s−pn
+ d −

N∑
n=1

R̃n

s−pn
Y (si)= Y (si) , (79)

i = 1, 2, . . . ,Mf, where Mf represents the number of
frequency samples. When the least-squares problem has
reached a solution, then the new poles for H(s) are the zeros
of σ(s)

1+
N∑
n=1

R̃n

s−pn
=

N∏
n=1
(s− z̃)

N∏
n=1

(s−pn)

= σ(s) (80)
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N∏
n=1
(s− z̃)

N∏
n=1

(s−pn)

Y (s)

N∏
n=1
(s− z)

N∏
n=1

(s−pn)

= σ(s)H(s)

Y (s)=

N∏
n=1
(s− z)

N∏
n=1
(s− z̃)

. (81)

With the relocated poles pn = z̃n the original problem
(Eq. 75) is an over-determined linear system in the unknown
residues Rn.

7.2 TD-VF

Similar to the VF in frequency domain the TD-VF solves a
linearized least-squares problem in time domain based on a
known excitation x(t) and measured response y(t) (Grivet-
Talocia, 2004). Applying an inverse Laplace transformation
on Eq. (74) leads to

y(t)=

t∫
0

h(τ)x(t − τ)dτ. (82)

The approximated time domain transfer-function is

h(t)≈ dδ(t)+

N∑
n=1

Rne
pnt1(t), (83)

with δ(t) the Dirac-function and 1(t) the unit step function.
In order to determine the transfer function h(t) an estimate
for initial poles has to be given first. Afterwards, a least-
squares solution for the unknowns similar to Eq. (79) allows
to determine relocated poles. Equation (79) in time domain
is

dx(t)+Kn

t∫
0

epn(t−τ)x(τ)dτ

− R̃

t∫
0

epn(t−τ)y(τ)dτ = y(t). (84)

The computationally demanding task of evaluating the con-
volution integrals simplifies with the usage of a recursive
convolution algorithm (Semlyen and Dabuleanu, 1975). With
the previously determined poles equation (Eq. 82) allows
for the determination of the residues Rn in the least-squares
sense.

In the case of conjugate complex poles Eq. (83) becomes

h(t)≈ dδ(t)+

Nr∑
n=1

Rne
pr,nt1(t)

+ 2
Nc∑
n=1
<
{
Cne

pc,nt
}

1(t)

− 2
Nc∑
n=1
=
{
Cne

pc,nt
}

1(t), (85)

with Nr the number of real poles, Nc the number of com-
plex poles, pr,n are real poles and pc,n are complex poles.
In Eq. (85) the complex poles and residues appear in com-
plex conjugate pairs, the total number of complex poles and
likewise the total number of residues is 2Nc.

If the deviation between approximated response ỹ(t) and
original response y(t) is smaller than a previously deter-
mined threshold the iteration stops. The deviation is evalu-
ated in terms of a two-norm

RMS=
1
√
M
||y− ỹ||2, y, ỹ ∈ RM , (86)

which is called root mean square (RMS). M is the number
of time samples. The vectors y and ỹ denote function values
for each time step. A normalised error measure is

RMSE=
||y− ỹ||2

||y2||
. (87)

7.3 Application

The TD-VF is applied to two measurements for two differ-
ent but fixed stirrer positions and a fixed antenna position
within the chamber. Before TD-VF is used a low-pass filter
is applied to reduce noise and distortions, the procedure is
described in Sect. 4.2.

A common difficulty is the prior knowledge of the num-
ber of required poles. So far there is no general procedure
available that can solve this problem, apart from iterative so-
lutions. It is possible to locate regions in frequency domain
within which poles ought to occur, these regions are in be-
tween two local minima. This method is only suitable for
frequency responses (Heindl et al., 2009).

The envelope of the excitation signal is depicted in Fig. 27.
All following investigations relate to the envelope of the in-
put signal. The reconstructed transfer-function (Eq. 85) is ac-
tually the transfer-function of the envelope of the measured
response.

In order to determine the transfer-function from Eq. (84)
and afterwards from Eq. (82) the following abbreviations are
used
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Figure 27. Excitation function.

tk = k1t (88)
x[k] = x (tk) (89)
y[k] = y (tk) (90)

xn(k)=

tk∫
0

epn(tk−τ)x(τ)dτ (91)

yn(k)=

tk∫
0

epn(tk−τ)y(τ)dτ. (92)

The linear system (Eq. 84) is of dimension M × (1+ 2Nr+

2Nc) where one row corresponds to a time step tk

dx[k] +

Nr∑
n=0

Kr,nxn(k)+ 2
Nc∑
n=0

K ′c,n<{xn(k)}

− 2
Nc∑
n=0

K ′′c,n={xn(k)}−

Nr∑
n=0

R̃r,nyn(k)

− 2
Nc∑
n=0

R̃′c,n<{yn(k)}+ 2
Nc∑
n=0

R̃′′c,n={yn(k)}

= y[k]. (93)

Here Kr,n are real residues according to Eq. (84). Kc,n and
R̃c,n denote complex residues

Kc,n =K
′
c,n+ jK

′′
c,n (94)

R̃c,n = R̃
′
c,n+ jR̃

′′
c,n. (95)

The pole relocation process reduces to an eigenvalue prob-
lem (Gustavsen and Semlyen, 1999). The numerically deter-
mined eigenvalues have to fulfill the following requirements:

1. The poles have to be stable, which means that the real
part has to be negative. If a pole has a positive real part
the stability condition

pc,n =−p
′
c,n+ jp

′′
c,n, p′c,n > 0, (96)

shifts the pole to the left of the imaginary axis.

Figure 28. Selection of a curve segment and resulting segment that
is approximated with TD-VF.

2. Poles outside of the frequency range (Eq. 99) are not
valid poles and are discarded.

3. Each pole has to fulfill∮
|s−pn|=ε

H(s)ds > δ, δ ≤ 10−13. (97)

Equation (97) makes use of Eq. (75), where a linearization
of the integral leads to a simplified evaluation in the complex
s-plane. The problem simplifies further, when a linearized
circle with small radius around pn is used as integration
domain. This test has been carried out in the AAA-Fit al-
gorithm to detect and discard spurious poles (Nakatsukasa
et al., 2018). Grivet-Talocia and Bandinu (2006) investigate
further validity conditions also for data that includes noise.

Both data sets consist of M = 5000 sample points, with
1t = 4 ns. A direct fit of the whole data set did not lead to
an acceptable result and should be avoided. It is more conve-
nient to partition the data and fit consecutive parts. An algo-
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Figure 29. Approximated function ỹ(t) in red and measured re-
sponse y(t) in black. Below is the absolute error.

rithm has been developed that locates minima in the data,
which are used as partition boundaries. The overall error
is reduced when the approximation is based on a delayed
transfer-function (Charest et al., 2010). In Eq. (82) h(t) be-
comes

h(t)≈

Ns∑
i=0

hi (t − τi)(1(t − τi)− 1(t − τi+1)) , (98)

where each hi(t−τi) corresponds to Eq. (85).Ns is the num-
ber of segments bounded by [τi , τi+1], i = 1, 2, . . . ,Ns.

In Fig. 28 is the segment selection process shown. A spe-
cific segment is chosen by multiplying the data set with a
rectangle, the resulting curve segment is fitted with TD-VF.
The start poles are chosen between

ωmin =
π

τi+1− τi
ωmax =

π

1t
, (99)

where τi+1 and τi are the boundaries for the segment. Since
the curve segment is the product of the original data and
a rectangle function, a near infinite frequency width would
be contained in this signal section. Frequencies that exceed
the band limit, which is fixed due to the signal preprocess-
ing (Sect. 4.2), are excluded and the fitting procedure is re-
peated until a good curve approximation is obtained or until
the iteration limit is reached. An approximation is shown in
Fig. 29 together with the deviation of the smoothed data set.
The RMS is 0.138 mV with Nr = 179 and Nc = 560 poles.
A second example is depicted in Fig. 30 with an RMS of
0.163 mV.

Both approximations fit well to the original curve. A
majority of the deviations appear at segment boundaries.

Figure 30. Piece-wise approximated ỹ(t) and absolute error.

Charest et al. (2010) make use of a wavelet decomposi-
tion for the response signal, which allows for an algorithmic
search for ideal segmentation points. This could not be ap-
plied yet and is left for future work.

7.4 Outlook

The TD-VF has been applied on a single measured sig-
nal. The signal belongs to a fixed position within the RC-
chamber where the stirrer is at rest. The reconstructed sig-
nal ỹ(t) is based on a transfer-function which is defined
through residues and poles according to Eqs. (98) and (85).
This transfer-function is not the transfer-function of the RC-
chamber rather of the whole system consisting of cables, an-
tennas and the chamber. Knowledge of the transfer-functions
of the sub-systems – cables and antennas – give a more de-
tailed description of the chamber, like its eigenmodes.

A multi-resolution in frequency and time gives the possi-
bility to computationally partition the response signals. An
automated TD-VF evaluation of signals, each measured at a
fixed but different stirrer position, could then construct the
transfer-functions systematically.

8 Conclusion

A system theoretical approach has been presented to explain
the transient behaviour of a reverberation chamber excited
with a pulsed signal. A spectral analysis on a pulsed signal
and on the chamber response has been employed.

The spectrum of the chamber response shows that resonant
frequencies in the neighbourhood of the carrier frequency are
excited. Chamber responses of different stirrer positions pro-
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vide nearly identical spectra. Differences between the cham-
ber responses are more visible in the time domain.

An algorithm for the extraction of defined parameters was
developed. Distinction of the individual responses is auto-
matically possible on the basis of these parameters. The pa-
rameters include, for example, the duration and amplitude of
the steady state as well as the time constants for the rise and
decay. The results of the algorithm constitute the basis for
further investigations, in particular the identification of the
steady state is essential.

For further analysis of the chamber the data were ap-
proximated by a continuous function. This approximation is
based on a superposition of damped oscillations for which
the Prony interpolation method was used. The practical im-
plementation is realised by a piecewise approximation of
the data whose segmentation requires the knowledge of the
steady state.

A similar approach allows to construct the transfer func-
tion of the overall RC system from the measurements
with known excitation. This method is called Time-Domain
Vector-Fit. The transfer function also represents an oscillat-
ing system. Similar to the Prony Method, the data set is seg-
mented and approximated piecewise.

However, the approximations are based on linear time-
invariant systems, i.e. the stirrer position must be kept con-
stant for a measurement. Further investigations include the
simulation of the chamber behaviour based on the approx-
imated transfer functions as a function of the stirrer posi-
tion. The transfer function of the chamber can be improved
by knowing the transfer functions of the individual system
components such as antennas, cables and connectors.

Furthermore, a comparison between the two interpolation
methods is particularly useful with regard to the parameters
obtained, such as the pole points.
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Appendix A: Start values for time-constant estimates

To estimate the time constants for the Rise and the Decay
phase from a damped oscillation (Eq. 58) start values for the
unknown parameters have to be determined first. This is ac-
complished if a reduced model of a simple exponential pro-
cess (Eq. 59) is used

y(t)= Ã+ B̃e−T̃ (t−to), T̃ > 0. (A1)

One of the searched for quantities T̃ still appears in the argu-
ment of the exponential function, which would again require
a start value for T̃ . This can be avoided if Eq. (A1) is rewrit-
ten as an integral equation. As a consequence appears the
former nonlinear quantity as a linear unknown and the appli-
cation of classic least-squares is possible (Jacquelin, 2014).
Integration of Eq. (A1) with regard to t leads to

I (y(t)) :=

t∫
t0

y(t)dt

= Ã (t − t0)−
B̃

T̃
e−T̃ (t−to)+

B̃

T̃
e−T̃ (t0−to). (A2)

The exponential term is expressed with Eq. (A1) and the in-
tegral equation

y(t)− y0 = C̃ (t − t0)− T̃ I (y(t)), (A3)

is established, where

y0 = y (t0)= Ã+ B̃e
−T̃ (t0−to) (A4)

yk = y (tk) (A5)

C̃ := T̃ Ã (A6)

and t0 is the starting time value. The sum of the squared error
for each time step is

M−1∑
k=0

ε2
k =

M−1∑
k=0

(
C̃ (tk − t0)− T̃ I (yk)− (yk − y0)

)2
. (A7)

Deriving Eq. (A7) with regard to C̃ and T̃ results in

∂ε2

∂C̃
= 2

M−1∑
k=0

(tk − t0)
(
C̃ (tk − t0)

2
M−1∑
k=0

(tk − t0)− T̃ Ik − (yk − y0)

)
!
= 0

∂ε2

∂T̃
= 2

M−1∑
k=0

(−Ik)
(
C̃ (tk − t0)

2
M−1∑
k=0

(−Ik)− T̃ Ik − (yk − y0)

)
!
= 0

which is rewritten as( ∑
τ 2
k −

∑
τkIk

−
∑
τkIk

∑
I 2
k

)(
C̃

T̃

)
=

( ∑
τkγk

−
∑
Ikγk

)
, (A8)

with

∑
:=

M1∑
k=0

(A9)

Ik = I (yk) (A10)
τk = tk − t0 (A11)
γk = yk − y0. (A12)

The quantity C̃ is discarded in favor of a second minimiza-
tion based on the determined value of T̃ . Simple least squares
for Ã and B̃ on the basis of Eq. (A1) leads to the desired first
order approximation.
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Table A1. Properties.

Symbol Unit Description

yQSS V QSS mean value
1tQSS s QSS duration
ts,QSS s time of start of QSS
ks,QSS index of the start of steady-sate
te,QSS s time of end of QSS
ke,QSS index of the end of QSS
ŷrise V overshoot of the signal
t̂rise s time of the signals overshoot
k̂rise point of the signals overshoot
1trise s rise-time, from 10 % to 90 % of QSS
trise,0.1 s time of reaching 10 % of QSS value for the first time
krise,0.1 index of reaching 10 % of QSS value for the first time
trise,0.9 s time of reaching 90 % of QSS value for the first time
krise,0.9 index reaching 90 % of QSS value for the first time
ŷdecay V overshoot of the signal, in the decay phase
t̂decay s time of the signals overshoot, in the decay phase
k̂decay index of the signals overshoot, in the decay phase
1tdecay s fall-time, from 90 % to 10 % of QSS
tdecay,0.9 s time of reaching 90 % of QSS value for the last time
kdecay,0.9 index reaching 90 % of QSS value for the last time
tdecay,0.1 s time of reaching 10 % of QSS value for the last time
kdecay,0.1 index reaching 10 % of QSS value for the last time
1t0.1,QSS s time-span from 10 % to QSS
1t∧,QSS s time-span from peak in the Rise phase to QSS
1tQSS,0.1 s time-span from QSS to 10 %
1t∧,0.1 s time-span from peak in the Decay phase to Off phase
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