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Abstract. In this work, an approach for optimum placement
of on-board decoupling capacitors (decaps) is presented,
which aims at reducing transient noise in power delivery net-
works (PDNs). This approach is based on a genetic algorithm
(GA) and accelerated by the use of an artificial neural net-
work (ANN) as surrogate model to efficiently determine the
fitness of a decap design, i.e., of a particular choice for the
position and the type of the decaps to integrate in the printed
circuit board (PCB). The ANN is trained by a suitable set of
reference designs labeled by the impedance at the power pin
of the integrated circuit (IC), which is computed by commer-
cial simulation software. Several iterative runs of the GA are
performed with an increasing number of decaps to identify a
design with the least number of decaps necessary to reduce
the distance of the frequency domain input impedance of the
considered point-to-point connection from a desired target
impedance as far as possible. This approach is successfully
applied to generate an optimum decap design for a PDN with
52 possible decap positions and decaps chosen from three

types.

1 Introduction

Machine Learning (ML) and artificial intelligence (Al) can
aid in the layout, component placement, interconnect rout-
ing, channel and equalization optimization, and other aspects
of PCB design and optimization (Lu et al., 2018). In the
design of modern PDN, the placement of decaps is crucial
for reducing power supply fluctuations to maintain the func-
tional stability of ICs and to avoid a feedback. To operate
reliably, the latter require a high quality DC voltage deliv-
ered by the PDN. However, dynamic switching currents in-

duce high frequency currents witch couple into the the PDN
and cause transient fluctuations superposing the DC supply
of the ICs. The accompanying high-frequency voltage rip-
ples on top of the DC level can negatively impact the ICs
operation (e.g., by altering the level of the DC bias the pull-
up and pull-down capability of transistors relies on), cause
via a feed back to the signal processing on the PCB signal
integrity (SI) issues by a feed back to the signal processed
on the PCB, and can possibly lead to electromagnetic inter-
ference (EMI), because those fluctuations may travel through
the PCB and be radiated via antenna like structures, such as,
e.g. connectors, slots, or I/O cables (Wu et al., 2010). Con-
sequently, they must be reduced below a certain threshold,
which is usually achieved by providing a suitable reserve ca-
pacitance, e.g., Swaminathan et al. (2010).

In modern PCB-technology, capacitive decoupling is
achieved in various ways depending on the frequencies of
the fluctuations. Very high frequencies have to be compen-
sated on the dies via parasitic effects and capacitive cou-
pling between metal layers, e.g., Chuang et al. (2010), Wu
et al. (2010). Packages are furnished with on package capac-
itors (Chen and He, 2007) to handle lower frequencies that
are still above 50—100 MHz. Fluctuations at frequencies be-
low 100 MHz are mitigated on the PCB via its plane capaci-
tance or by using decoupling capacitors, e.g., Archambeault
(2007). As their capacitive effect is band limited (depend-
ing on their size and type) and their parasitic inductance be-
comes dominant for higher frequencies, it is required to posi-
tion multiple capacitors of different sizes, see, e.g. Wu et al.
(2010). While fast fluctuations have to be compensated by
capacitors with smaller capacitance close to ICs, decoupling
capacitors for lower frequencies are larger and can be placed
at a certain distance.
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During PCB design correction loops to add additional de-
caps after failed functionality or EMI tests nowadays still
happen frequently. To avoid such a loss of time and increase
of cost, it is desirable to identify optimum positions and types
for decaps during the pre-layout phase. The accessibility of
numerous potential locations and the availability of various
types of decaps yield a priori a vast configuration space in
which the optimum design has to be searched. To minimize
cost and space, restricting the total number and the number of
different types of decaps to its technically reasonable mini-
mum is a continuous aim in industrial PCB design processes.
This yields the persistent challenge of accurately and effi-
ciently finding an optimum decap design within a constrained
configuration space.

Optimization algorithms may be capable of solving the
above problem as soon as quickly assessable figures mea-
suring the quality of a decap design are available. “keep-
ing the PDN impedance very low in a wide frequency
range, except at DC” (Wu et al., 2010) is a commonly
used approach to guarantee PI, the performance of a
decap design can be assessed via determination of the
impedance of important connections on the PCB. Indeed,
an admissible frequency depending target impedance Zt =
Z1(f) as an upper limit for the input impedance magni-
tude Zin(f) = 20log¢(1Z;,(f)]), where Z;, is the complex-
valued impedance, of the considered connection can be de-
termined via the estimate

AV(f)
N max (f)

where AV = AV (f) is the allowed power supply ripple and
Imax = Imax(f) the maximum transient current demanded
from the circuits on the PCB (Wu et al., 2010). Here, 0 <
n <1 is a safety threshold. However, the criterion in Eq. (1)
is in practice not alway easy assessable and sometimes not
even necessary to satisfy (see, e.g., Wu et al., 2010).

In this work, situations are considered in which a rea-
sonable target impedance Zt(f) in the frequency range
1MHz < f < 600MHz at the power input terminals of the
considered chips is assumed to be given. A voltage regulator
module (VRM) is not considered in this work in coherence
with various applications that report that its impact on the
frequency range above 1 MHz is minimal for typical appli-
cations (Smith and Bogatin, 2017; Barnes, 2021). Hence, the
Al-based process would not significantly change in presence
of a VRM. However the findings of this work even carry over
to situations in which an VRM should exhibit an influence on
the frequency range above 1 MHz, because the data process-
ing would not change, but only the physical model employed
for data generation would have to be extended by the VRM.
The here chosen upper frequency limit of 600 MHz is higher
than required, as decoupling for frequencies over 100 MHz
is usually done inside the packages or even on the dies. The
consideration of package or on-chip capacitors (for higher
frequencies) as well as IC design optimization are different

Zin(f) < Z7(f) = (D
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use cases requiring different physical models than those re-
ferred to in this work. On-package capacitors, e.g., are fre-
quently ordered in 3D structures and require a joining tech-
nique that avoids elements that would induce inductive load
at the relevant high frequencies. Whether a combination of a
Genetic Algorithm (GA) supported by with an ML surrogate
model still works fine in such a context and if the available
physical models provide sufficient data is beyond the scope
of this work. However, the interesting frequency domain is
contained in this interval, and hence, a proper validation of
designs can still be achieved. This approach corresponds to
current design praxis with many designers using the capa-
bility of specialized software and commercial layout tools
to determine the impedance along relevant PCB connections
numerically and to use this information for a proper design
of the PDN.

However, such a semi-automated approach does often not
suffice to identify good solutions, as the setup and calcula-
tion time of available commercial software options may not
be sufficient for an efficient search through the configura-
tion space. A previous study (de Paulis et al., 2019; Juang
et al.,, 2021) found that using a Genetic Algorithm opti-
mization method is effective for predicting the PDN input
impedance and identifying an optimum pre-layout placement
of decoupling capacitors. In this work, a PI simulation tool
eCADSTAR by Zuken (2023) is employed for fitness (i.e.,
impedance) evaluation. This approach is also adopted in this
work, applied to a different PCB geometry (H-shape), and
combined with an efficient method for assessing the fitness,
i.e., impedance, of the designs parametrized by the GA.

The focus of the current contribution is the use of a Ma-
chine Learning (ML) approach, more precise, an ANN, to
speed up the computation of the relevant impedance and,
thus, to reduce the computation time of the GA significantly.
Once trained, the ANN can accurately and quickly predict
the input impedance for a given design. The main goal in this
work is to provide an approach that can easily be adapted to
state of the art PCB designs comprising more than 10 lay-
ers and capacitors that are not only placed on the top layer
near the IC, but also on the bottom layer, directly under the
IC power pins. Although the first application that is closely
studied to validate the chosen approach in this work is much
simpler than that and oriented to what has been examined in
the literature cited above, the link to a state of the art CAD
tool as established in this work opens the way for a flexible
adaptation to challenging design problems. That would not
be the case if a principally linear model for the determina-
tion of point to point impedances on the PCB would have
been employed. In contrast to previous work, the presented
optimization framework consisting of GA and ML-surrogate
model are not entirely treated as black boxes, but adapted to
the physical situation and transparently be described.

To validate the ML-approach for fitness assessment, cer-
tain impedance spectra determined by the ANN while run-
ning the iterative optimization algorithm are compared to the

https://doi.org/10.5194/ars-21-123-2024



Z. Nezhi et al.: Iterative Placement of Decoupling Capacitors

Figure 1. Board H-shape with IC positions and 52 positions for
placing the decaps.

corresponding impedances evaluated by the commercial tool.
Good agreement is found among the corresponding data sets,
validating the effectiveness and accuracy of the proposed
ML-based method of decap placement.

The paper is organized as follows: In Sect. 2, the archi-
tecture of the ANN that is implemented in the optimization
process is introduced and its features are presented. Next, the
basics of GAs are recalled in Sect. 3, the settings used in this
work explained, and particularities for its use in combination
with the ANN are highlighted. The results of the optimiza-
tion processes are illustrated in Sect. 4, and validated through
simulation by the commercial simulator. Finally, Sect. 5 con-
tains the conclusions of this study.

2 Data generation and ANN-training

As example problem, an irregular H-shaped board with di-
mension of 300mm x 320mm as shown in Fig. 1 was de-
signed with four layers technology (two layers as top and
bottom, one as power and the other as ground) and one IC.

As in de Paulis et al. (2019), we work with three different
types of decaps, which will be coded using the digits 1, 2,
and 3 with corresponding values for capacitance C, equiva-
lent series inductance ESL, and equivalent series resistance
ESR as shown in Table 1. The decap types used in this exam-
ple are commercially available and specifically developed for
decoupling purposes. As a consequence, they feature a very
low ESL.

The placement of these decaps on the PCB is restricted to
a fixed grid with 52 positions. Additionally, the maximum
number of decaps that can be placed on the PCB is limited
to 10. In each run of the GA, the number of decaps to be
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Table 1. Decoupling capacitors and their parameters.

Type C ESL ESR

1 100nF  222pH 8.9m&Q
2 47nF 154pH 21.4mQ
3 22nF 142pH  25.2mQ
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Figure 2. The artificial neural network structure with input, hidden,
and output layers.

placed is set to a particular value. Several runs of the GA
are performed with an increasing number of disposable de-
caps in each subsequent run. The goal in this procedure is
to optimize the placement of the given number of decaps to
achieve the best possible decoupling performance. The latter
is assessed via the input impedance of the PCB in frequency
domain seen from the V¢ pin of the IC that is marked by a
blue rectangle in Fig. 1.

The general structure of an ANN is shown in Fig. 2. As
reported by Ghafarian Shoaee et al. (2023), a vector of size
20 is used as the input layer of the ANN for each simulation
depending on the number of decaps added and their type,
and a vector of size 231 is used as the output layer represent-
ing the corresponding impedance values in equidistributed
frequency points. The process of training an ANN requires
the availability of a large amount of data. These can, e.g., be
assembled from legacy data stemming from former design
approaches. As such data are not available for the current
study, a totality of 15001 parameter sets is generated as data
and labeled by impedance simulations. More precise, the fre-
quency domain input impedance at the V¢ pin of the IC, i.e.,
the impedance of the PCB seen from the IC, is computed for
frequencies between 1 and 600 MHz to label the design pa-
rameters, i.e., decap positions and types, that are handed over
to the ANN.

From the generated data, 80 % are used for training and
20 % for testing. After the ANN is optimally adjusted, a fi-
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Table 2. Hyperparameters of deep neural network.

Parameter Value

The number of hidden layers 2
The number of nodes at hidden layer 64
The number of nodes at input layer 20
The number of nodes at output layer 231

The number of nodes at input layer 20

Activation Function ReLU, Linear
Batch size 64

Learning rate 0.001
Optimizer Adam

Epoch 200

nal check with the previously separated test data is carried
out to guarantee that no overfitting has occurred, see, e.g.,
Zhou (2021), Tensorflow (2022). With the properly trained
and tested ANN, the V¢ input impedance can accurately be
predicted for new input data (i.e., decap designs) and in addi-
tion classified. As a suitable ANN configuration, a network
of 2 fully connected layers, each containing 64 nodes has
been identified. The activation function used in this network
is the rectified linear activation function (ReLU), which is
a popular choice for deep learning tasks. The loss function
used to measure the distance between the model predictions
and the training labels is the Mean Squared Error (MSE).
To test the trained ANN, the Mean Absolute Error (MAE)
is chosen to have an independent performance metric for the
ANN.

The learning rate is set to 0.001. This figure controls the
step size used by the optimization method to make updates to
the internal weights of the ANN aiming to obtain an optimal
match between the model predictions and the training labels.
Here, the Adam optimizer, a variant of the stochastic gradi-
ent descent, is utilized. It is widely used in deep learning and
has been proven effective in various applications. The batch
size for the optimizer is set to 64 and the number of train-
ing iterations or epochs equals 200. Table 2 summarizes the
hyperparameters used.

The entire training process takes less than 1 min. Figure 3
shows that, during training, the proposed ANN converges
within less than 200 epochs to a low residual MSE value
for both the training data (represented by the blue line in the
Fig. 3) and the test data (represented by the red line in the
Fig. 3).

The test results, measured using the MAE, are of similar
quality (here not presented). The employed machine learning
model has been validated by comparison of its performance
with those of models with manually changed hyperparame-
ters. Better results have been achieved by Ghafarian Shoaee
et al. (2023) by an automated hyperparameter tuning via
Bayesian optimisation.

Comparing the output of the ANN with the simulation, it
can be seen that it assesses the resonance frequencies cor-
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Figure 3. Convergence of the training loss.
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Figure 4. Comparison of the input impedance at IC power pin pre-
dicted by the ANN and determined by simulation with eCADSTAR
PIL

rectly, but the predicted amplitudes are slightly lower. These
results, combined with the strongly reduced computing time
to obtain these results, justify the use of the proposed ANN to
speed up the decap optimization process via a GA. Figure 4
shows the difference between the target curve and the ANN
output for randomly picked examples from the test data.
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3 Genetic optimization algorithm

The optimization procedure is based on a GA, whose archi-
tecture is tailored to the optimization of the placement of de-
caps on the PCB level. The decaps interact via two mecha-
nisms with the PCB: First by influencing the frequency de-
pending impedance according to their capacity, parasitic in-
ductance ESL, and parasitic resistance ESR associated with a
decap. The second aspect is the relative position of the decap
with respect to the location of the IC’s V¢ pin, where the in-
put impedance is evaluated. To identify a minimal set of de-
caps, the optimization process is repeated iteratively, starting
with a small number of decaps and increasing it in each iter-
ation. It stops either when the target is reached with a certain
number of decaps or when the maximum number of decaps
permitted by the designer is reached. Figure 5 shows all steps
of the iterated GA.

In a GA, a certain number of individuals or chromosomes
is gathered to a population. Each of these chromosomes con-
tains encoded information about the positions, where a de-
cap shall be placed, and its particular type. The fitness of
all chromosomes is determined by the ANN via impedance
computation for the particular designs that are encoded in the
chromosomes. In this work, each chromosome is a vector of
length 2n, if 1 <n < 10 is the number of decaps employed.
The first n entries are integers between 1 and 52 containing
the numbers of the grid points where the decaps are located,
and the following n contain the code of the corresponding
type, an integer between 1 and 3. In the following, we will
discuss the components of the GA and explain how we have
tailored these components to our application.

3.1 Initialization and competitive selection

According to physical evidence, the initialization of the pop-
ulation in the GA can be done with individuals randomly se-
lected from a pool of candidate solutions placed near and
around the IC with the aim to accelerate the subsequent opti-
mization process. After a population has been set up, in each
generation, a set of individuals is selected from the popula-
tion, their fitness values are compared, and the genes of the
best individual are copied into the mating pool. This process
is repeated several times until a certain number of individuals
is present in the mating pool. The number of chromosomes
taken into the mating pool can be used to adjust the selection
pressure — the more individuals are selected, the greater the
selection pressure.

3.2 Recombination/crossover

Cross-over is one of the steps in the GA, where two chro-
mosomes interact to create a third, potentially better chro-
mosome. The two chromosomes involved are called parent
chromosomes, while the newly created chromosome is called
a child. The child inherits some traits from the first parent

https://doi.org/10.5194/ars-21-123-2024
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Figure 5. Flow chart of the iterated GA approach with validation of
the fitness function by an ANN.

and other traits from the second parent. The percentage of
inheritance from each parent is determined by the location
of the crossover, which is randomly chosen. There are dif-
ferent crossover methods. In this work we have chosen the
One-Point Crossover: The crossover point is determined by
a random number, at which the two parents are cut. The first
of the two offsprings produced receives the first part of the
chromosomes from the first parent and the second part of
the second chromosome. The second offspring receives the
complementary genes, i.e., the first part of the second and
the second part of the first parent.

We use a one-point crossover method that is particularly
tailored to our case. As the first half of the entries to our chro-
mosoms refers to spatial information, and the second half to
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Chromosome 1 Chromosome 2

Offspring chromosome

Figure 6. The crossover of parent chromosome 1 and parent chro-
mosome 2 leads to an offspring chromosome that exchanges the
positions of 34 and 48 from parent 1 and 33 and 47 from parent 2.

its type, we apply a one-point crossover to both parts sepa-
rately, as illustrated in Fig. 6

3.3 Mutation

Genetic algorithms have a tendency to converge towards
local optima rather than the global optimum of the prob-
lem. To prevent getting stuck in a local optimum and miss-
ing the global optimum, random changes are introduced in
the offspring that are produced after crossover. These ran-
dom changes are called mutation. Mutation causes a random
change in the chromosome and thus a change in the design
it encodes. Smaller changes increase the probability that the
chromosomes converge, but the convergence is more likely
to be towards a local optimum. On the other hand, larger
changes increase the probability that the solution converges
towards a global optimum, but at the expense of a worse con-
vergence rate. The probability of a mutation occurring, the
mutation rate, can be controlled in order to reduce the chance
of convergence to a local optimum.

A simple example of mutation is shown in Fig. 7. A ran-
domly selected capacitor changes its position from grid point
28 to grid point 36 and its type from 1 to 2.

Adyv. Radio Sci., 21, 123-132, 2024
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Figure 7. Mutation of a design changing a randomly selected ca-
pacitor.

204 — Input Impedance
——- Target Impedance

10 A

—10

20 emmmcccccc—aaa

—30 1

Impedance magnitude (dBQ)

—40

=50 T T T
106 107 108
Frequency (Hz)

Figure 8. Fitness function represented as area above an arbitrary
target function (dashed line).

3.4 Fitness function

The fitness calculation for the optimization process is done
through a fitness function. The fitness function is used to
measure the deviation between the input impedance pre-
dicted by the ANN at one Vcc connections and the target
impedance.

This deviation represents the actual performance of the
ANN, with lower deviation indicating a better fit or fitness for
the problem. By minimizing this deviation, the fitness func-
tion helps to identify the best possible placement of decaps
on the PCB that achieve the best impedance performance.

We determine that part of the area between the pre-
view of the frequency depending input impedance magni-
tude Zjn(f) =20log((|Z;,(f)|) and the target impedance
Zt = Z1(f), where the input impedance lies above the tar-
get function, as show in Fig. 8, by using the following fitness
function:

N freq

Z AZin(fi) @
freq ;1

Fitness =
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Table 3. Genitic algorithm parametrs.

Parameter Value

Population size 200

Crossover rate 0.9

Mutation rate 0.3

The number of Generations 10

Selection rate 0.8

Initial individuals randomly around the IC

| == predicted impedance
—— Simulated Impedance
10 { === Target Impedance

Impedance magnitude (dBQ)

108 107 108
Frequency (Hz)

Figure 9. The Solution found by the GA for 3 decaps.

with

Zin(fi) = Z2(fi), if Zin(fi) = Z1(fD)

0, otherwise

AZin(fi) = { 3

Here, f; are fixed frequency points in which the prognosis on
the input impedance is formulated by the ANN.

4 Results
The GA operates on a population size of 200 individuals,

with crossover rate of 0.9, mutation rate of 0.3, and a total of
10 generations. These parameters are used to control the be-
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Figure 10. The Solution found by the GA for 5 decaps.

havior of the GA during the optimization process. The popu-
lation size represents the number of individuals in each gen-
eration, the crossover rate controls the frequency of combin-
ing genetic information from different individuals, the mu-
tation rate determines the probability of introducing random
variations in the genetic information, and the number of it-
erations represents the number of cycles the algorithm will
run before stopping. These parameters (Table 3) are set in
order to achieve the best results for the specific optimization
problem.

Figures 9 to 11 shows the optimal solution of the GA al-
gorithm after placing 3, 5, and 7 decaps. We can clearly see
an improvement in the GA solution after each iteration, that
is, after the insertion of a new decap.

With 10 decaps placed to optimum positions, we ob-
serve in Fig. 12 that the GA solution is close to the target
impedance.

As we see in Fig. 13 the GA finds a solution with 10 de-
caps that is very close to the curve obtained with 52 decaps
(of random type). For some frequencies, it even provides a
better result. This is not surprising, since increasing the num-
ber of the decaps can deteriorate the PCB impedance at cer-
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Figure 11. The Solution found by the GA for 7 decaps.

tain frequencies due to the limited band width of the capac-
itive effect of the decaps and their parasitic inductance. For
these reasons, locally operating capacitors are more efficient
than an across-the-board approach. In addition, the GA effi-
ciently saves resources by providing an optimal solution with
a minimal number of decaps, coincidentally satisfying the
constraints with respect to the given target impedance.

Although it is in general not possible to be sure that an op-
timum position has been reached, the results show that a GA
can perfectly be used as an efficient heuristic to come to so-
lutions that fulfill given requirements. Of course, subsequent
tests if the identified candidate fulfills the requirements as
done in this work are mandatory. A comparison of the find-
ings of the GA with manually identified designs reveals that
the optimal GA solution shows slightly better performance
compared to a manually adjusted solution: Moving the ca-
pacitor from C34 to C32 or from C20 to C33, would slightly
worsen the impedance profile, as has been checked.

5 Conclusions
In conclusion, the placement and dimensioning of decaps us-

ing an optimization algorithm, in this case a Genetic Algo-
rithm, has been successfully implemented. The use of a sur-
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Figure 12. The Solution found by the GA for 10 decaps.
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Figure 13. Comparison between the results of the PI-simulations of
the GA-optimal solution with 10 decaps and the solution with and
without 52 decaps.

rogate model significantly reduces computation time. Hence,
the risk of a redesign that would take several weeks can be
reduced by a computation that just needs a few minutes. The
GA experiments were run on a workstation with 1 Intel Core
i9-11980HK CPUs @ 2.30 GHz, with 16 cores, and 32 GB
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RAM and took 20 min. However, the computation time for
the GA is still relatively long and depends on the GA’s hy-
perparameters. To validate the GA, it is essential to run a
simulation again with a PI check at the end.

Looking ahead, the established link from a commercial
tool for data generation to a powerful, but data intensive opti-
mization framework via training of a fast and adaptive ANN
surrogate model opens up the way to deal with complex state
of the art scenarios like multi-layer PCBs with multiple pow-
er/ground pins and IC package PDNs. For such PCBs ca-
pacitors may not only be placed on the top layer near the
IC, but also on the bottom layer, directly under the IC power
pins. The ANN surrogate model can be modified using a 2D-
Convolutional Neural Network (CNN) to represent top and
bottom PCB layers with decap types encoded by different
colors. For including IC packages, a 3D-CNN can model the
entire PCB with colors coding decaps, layers, packages, and
vias. Additionally, a multi-objective GA can optimize multi-
ple impedance targets on numerous pins effectively. A thor-
ough analysis of the algorithm’s usability when applied to
slightly modified PCB structures (transfer learning) as well
as simplifications with regard to the consideration of more
sophisticated physical model designs as done in this work (in
the sense of physics-informed ML) will be treated in subse-
quent work.
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